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Abstract

We report on the two systems we built for Task 1 of the German Sentiment Analysis Shared Task, the task on Source, Subjective Expression and Target Extraction from Political Speeches (STEPS). The first system is a rule-based system relying on a predicate lexicon specifying extraction rules for verbs, nouns and adjectives, while the second is a translation-based system that has been obtained with the help of the (English) MPQA corpus.

1 Introduction

In this paper, we describe our two systems for Task 1 of the German Sentiment Analysis Shared Task, the task on Source, Subjective Expression and Target Extraction from Political Speeches (STEPS) (Ruppenhofer et al., 2014). In that task, both opinion sources, i.e. the entities that utter an opinion, and opinion targets, i.e. the entities towards which an opinion is directed, are extracted from German sentences. The opinions themselves have also to be detected automatically. The sentences originate from debates of the Swiss Parliament (Schweizer Bundesversammlung).

The first system is a rule-based system relying on a predicate lexicon specifying extraction rules for verbs, nouns and adjectives, while the second is a translation-based system that has been obtained with the help of the (English) MPQA corpus (Wiebe et al., 2005).
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This shared task has been organized for the first time. No labeled training data have been available.

2 Rule-based System

The pipeline of the rule-based system is displayed in Figure 1. The major assumption that underlies this system is that the concrete realization of opinion sources and targets is largely determined by the opinion predicate by which they are evoked. Therefore, the task of extracting opinion sources and targets is a lexical problem, and a lexicon for opinion predicates specifying the argument position of sources and targets is required. For instance, in Sentence (1), the sentiment is evoked by the predicate liebt, the source is realized by its subject Peter while the target is realized by its accusative object Maria.

(1) [Peter]_{subj} liebt [Maria]_{obja}.
(Peter loves Maria.)

With this assumption, we can specify the demands of an opinion source/target extraction system. It should be a tool that given a lexicon with argument information about sources and targets for each opinion predicate

- checks each sentence for the presence of such opinion predicates,
- syntactically analyzes each sentence and
- determines whether constituents fulfilling the respective argument information about

We currently consider verbs, nouns and adjectives as potential opinion predicates.
sources and targets are present in the sentence.

In the following, we describe how we implemented these different steps. The rule-based system will be made publicly available allowing researchers to test different sentiment lexicons with different argument information about opinion sources and targets.²

2.1 Linguistic Processing

Even though the data for this task already come in a parsed format, we felt the need to add further linguistic information. In addition to the existing constituency parse provided by the Berkeley parser (Petrov et al., 2006), we also included dependency parse information. With that representation, relationships between opinion predicates and their sources and targets can be formulated more intuitively.³

As a dependency parser, we chose ParZu (Sennrich et al., 2009). We also carried out some normalization on the parse output in order to have a more compact representation. To a large extent, the type of normalization we carry out is in line with the output of dependency parsers for English, such as the Stanford parser (de Marneffe et al., 2006). It is included since it largely facilitates writing extraction rules. The normalization includes

(a) active-passive normalization

(b) conflating several multi-edge relationships to one-edge relationships

(c) particle-verb reconstruction

Our extraction rules assume a sentence in active voice, therefore sentences in passive voice (we exclusively consider the frequent German von-Passiv) need to be converted to active voice (a).⁴

This conversion is illustrated in Figure 2.

For our extraction rules, we want to specify the relationship between opinion predicates and their sources/targets as direct (or first-order) dependency relationships. In current dependency parsers for German, however, those two types of entities are often not connected via a direct edge, i.e. they are multi-edge (or second-order) relationships. We, therefore, wrote a set of rules collapsing those multi-edge relationships. A simple example is illustrated in Figure 3 for the case of predicate adjectives and their subjects. In Figure 3(a) schön and Auto are connected via pred+subj which we collapse to just subj in Figure 3(b).⁵ In a similar fashion, we also collapse prepositional objects as illustrated in Figure 4.

Finally, a considerable fraction of German verbs are particle verbs which means that several inflectional forms are split into two tokens, i.e. verb stem and some particle. These two tokens may then be separated by other constituents in a sentence. This is illustrated for aufgeben in Sentence (2) which is split in gab and auf. The ParZu dependency parser connects stems and particles via a dedicated relation edge. Thus the full lemma (as listed in the lexicon specifying the extraction rules) can be reconstructed.

(2) Er gab das Rauchen vor 10 Jahren auf.
   (He gave up smoking 10 years ago.)

2.2 The Extraction Rules

As already indicated above, the heart of the rule-based system is a lexicon that specifies the (possible) argument positions of sources and targets. So far, there does not exist a lexicon with that specific information which is why we came up with a set of default rules for the different parts of speech. The set of opinion predicates are the sentiment expressions from the PolArt system (Klenner et al., 2009). (For some runs for the benchmark, we also add sentiment expressions from SentiWS (Remus et al., 2010).) Every mention of such expressions will be considered as a mention of an opinion predicate, that is, we do not carry out any subjectivity word-sense disambiguation (Akkaya et al., 2009).

²The code will be made available via the website of the shared task https://sites.google.com/site/iggsasharedtask/task-1

³As a matter of fact, the most appropriate representation for that task is semantic-role labeling (Ruppenhofer et al., 2008; Kim and Hovy, 2006; Wiegand and Klakow, 2012), however, there currently do not exist any robust tools of that kind for German.

⁴From a semantic point of view, the content of a sentence in passive voice and that of a sentence in active voice are, more or less, identical. Therefore, normalizing passive voice sentences to active voice sentences is legitimate.

⁵The copula ist needs to be inserted for syntactic reasons in that sentence. It does not carry any semantic content and, therefore, can be dropped for our purposes.
Figure 1: Processing pipeline of the rule-based system.

Figure 2: Illustration of normalizing dependency parses with passive voice constructions.
Figure 3: Illustration of normalizing dependency parses with predicative adjectives.

Figure 4: Illustration of normalizing dependency parses with prepositional complements.
These default extraction rules are designed in such a way that for a large fraction of opinion predicates with the pertaining part of speech they are correct. The rules are illustrated in Table 1. We currently have distinct rules for verbs, nouns and adjectives. All rules have in common that for every opinion predicate mention, at most one source and at most one target is assigned. The rules mostly adhere to the dependency relation labels of ParZu.\(^6\)

The rule for verbs assumes sources in subject and targets in object position (1). Note that for targets, we specify a priority list. That is, the most preferred argument position is a dative object (\(\text{obj}_d\)), the second most preferred position is an accusative object (\(\text{obj}_a\)), etc. In computational terms, this means that the classifier checks the entire priority list (from left to right) until a relation has matched in the sentence to be classified. For prepositional complements, we also allow a wildcard symbol (\(\text{pobj-}\)) that matches all prepositional complements irrespective of its particular head, e.g. über das Freihandelsabkommen (pobj-ueber) in (3).

(3) [Deutschland und die USA]\(_{\text{source}}\) streiten\(_{\text{target}}\) über das Freihandelsabkommen (pobj-ueber).

(Germany and the USA quarrel over the free trade agreement.)

For nouns, we allow determiners (possessives) (4) and genitive modifiers (5) as opinion sources whereas targets are considered to occur as prepositional objects.

(4) [Sein]\(_{\text{source}}\) Hass\(_{\text{target}}\) auf die Regierung (pobj-auf).

(5) Die Haltung\(_{\text{source}}\) der Kanzlerin\(_{\text{target}}\) zur Energiewende (pobj-zu).

(The chancellor’s attitude towards the energy revolution . . .)

The rule for adjectives is different from the others since it assumes the source of the adjective to be the speaker of the utterance. Only the target has a surface realization. Either it is an attributive adjective (6) or it is the subject of a predicative adjective (7).

(6) Das ist ein guter\(_{\text{target}}\) Vorschlag.

(This is a good proposal.)

(7) Der Vorschlag\(_{\text{source}}\) ist gut.

(The proposal is good.)

Our rule-based system is designed in such a way that, in principle, it would also allow more than one opinion frame to be evoked by the same opinion predicate. For example, in Peter überzeugt Maria/Peter convinces Maria, one frame sees Peter as source and Maria as target, and another frame where the roles are switched. Our default rules do not include such cases, since such property is specific to particular opinion predicates.

2.3 Filtering

Our extraction lexicon tends to overgenerate in several situations. This can be mainly ascribed to the fact that we do not carry out any word-sense disambiguation and we use simple default rules. The only means to rectify this shortcoming (to a certain extent) is by applying a heuristic filter. The filter that we apply concerns the plausibility of opinion sources. We only mark a phrase as an opinion source, if it denotes a person or a group of persons. We automatically detect this semantic information with the help of a named-entity recognizer (Faruqui and Padó, 2010) (in order to detect proper nouns) and GermaNet (Hamp and Feldweg, 1997), the German version of WordNet (Miller et al., 1990) (in order to cope with common nouns). In addition, we also formulate a set of rules for personal pronouns, e.g. the German pronoun es, similar to the English it, is fairly unlikely to denote a human being and therefore is not eligible to represent opinion sources.

\[\begin{array}{|c|c|c|}
\hline
\text{Part of Speech} & \text{Source} & \text{Target} \\
\hline
\text{verb} & \text{subj} & \text{obj}_d, \text{obj}_a, \text{obj}_c, \text{obj}_i, \text{s}, \text{objp-}\_\_ \\
\text{noun} & \text{det}, \text{gmod} & \text{objp-} \\
\text{adjective} & \text{author} & \text{attr-rev}, \text{subj} \\
\hline
\end{array}\]

Table 1: Extraction rules for verb, noun and adjective opinion predicates.

---

\(^6\)The definition of those dependency labels is available at https://github.com/rsennrich/ParZu/blob/master/LABELS.md
2.4 Finding Phrases in the Constituency Parse

Having established a source or a target of an opinion predicate with the help of the extraction rules and (normalized) dependency parsing, we need to expand sources/targets to the corresponding phrases in a constituency parse. The dependency parser only specifies relations holding between words (i.e. heads of phrases). For this expansion, we use a simple heuristics which applies for both opinion sources and opinion targets. Figure 5 illustrates it for opinion sources. It identifies the lowest common ancestor for the opinion verb (i.e. *kritisiert*) and the head of its source (i.e. *die Polizei*). Then, we choose as the phrase the node directly dominated by the lowest common ancestor and dominating the head of the source (i.e. the NP *die Polizei*).\(^7\) This heuristics is fairly reliable if both constituency and dependency parse provide a correct syntactic analysis of the pertaining sentence.

3 Translation-based System

Even though there currently do not exist any large datasets with sufficient labeled data for fine-grained sentiment analysis in German, there exist comparable resources for other languages, most notably for English. Therefore, we devised a translation-based system that tries to harness fine-grained labeled training data available in English. We chose the MPQA corpus (Wiebe et al., 2005). Due to the availability of annotation present in the MPQA corpus, the translation-based system only learns how to extract opinion sources from the MPQA corpus. In other words, that system will not detect any opinion targets. The pipeline of this system is illustrated in Figure 6.

The first step is to translate the MPQA corpus into German. This has been achieved by translating the raw text of this corpus by Google Translate\(^8\). Since the annotation of that corpus is not on the sentence level but on the phrase/word level, we need to align each word of a sentence with the corresponding word in the German translation. With the translation from Google Translate, we just obtain a sentence alignment. In order to obtain a word alignment, we employ GIZA++ (Och and Ney, 2003).

Once a German version of the MPQA corpus has been reconstructed, two supervised learning classifiers are trained. The first is to detect subjective expressions or phrases. For that, we employ a conditional random field (Lafferty et al., 2001). As an implementation, we chose CRF++\(^9\). As a motivation, we chose a sequence-labeling algorithm because the task of detecting sentiment expressions or even (continuous) sentiment phrases is similar to other tagging problems, such as part-of-speech tagging or named-entity recognition. The feature templates for our sentiment tagger are displayed in Table 2. We use CRF++ in its standard configuration; as a labeling scheme, we used the simple IO-notation.

The second classifier extracts for a subjective phrase detected by the CRF the corresponding opinion source, if it exists. For this second task, a support vector machine (SVM) was chosen. As an implementation, we chose SVM\(^\text{light}\) (Joachims, 1999). The instance space is a set of tuples comprising candidate opinion sources (i.e. noun phrases of a sentence) and sentiment expressions/phrases (detected by the sentiment tagger). The setting is a binary classification deciding for each tuple whether the noun phrase is a genuine opinion holder of the sentiment expression/phrase, or not. Opinion sources are typically persons or groups of persons. Such entities can only be expressed by noun phrases which is why we reduce our instances to those types of constituents. SVM was chosen as a learning method since this task deals with a more complex instance space, and SVM, unlike sequence labelers, allow a fairly straightforward encoding of that instance space. The feature templates of the SVM are illustrated in Table 3.

Figure 6 indicates that a different parser (Stanford parser (Rafferty and Manning, 2008)) was used for the translation-based system compared to the rule-based system (Berkeley parser & ParZu parser). The reason for this is that those two

\(^{7}\) Depending on the tree configuration, this node may, of course, also be a terminal node – in case the head of the source is immediately dominated by the lowest common ancestor. In such cases, the head of the source is already the constituent that we are looking for.

\(^{8}\) https://translate.google.com

\(^{9}\) https://code.google.com/p/crfpp/
(a) start: given an opinion predicate (kritisiert) and the head of its source (Polizei)

(b) find lowest common ancestor node (node underlined in yellow)

(c) find direct descendant of lowest common ancestor also dominating head of source (node underlined in violet)

(d) final frame structure for opinion predicate and its source phrase

Figure 5: Illustration of how phrases are found for heads.
Figure 6: Processing pipeline of the translation-based system.

<table>
<thead>
<tr>
<th>Type</th>
<th>Feature Templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>words</td>
<td>unigram features: target word and its two predecessors/successors</td>
</tr>
<tr>
<td></td>
<td>bigrams features: bigrams of neighbouring words from unigram features</td>
</tr>
<tr>
<td>part of speech</td>
<td>unigram features: part-of-speech tag of target word and its two predecessors/successors</td>
</tr>
<tr>
<td></td>
<td>bigram features: bigrams of neighbouring part-of-speech tags from unigram features</td>
</tr>
<tr>
<td></td>
<td>trigrams of neighbouring part-of-speech tags from unigram features</td>
</tr>
<tr>
<td>sentiment lexicon</td>
<td>is either of the words (window is that of the unigram features) a sentiment expression acc. to sentiment lexicon</td>
</tr>
</tbody>
</table>

Table 2: Feature templates employed for the CRF classifier to detect subjective expressions.

<table>
<thead>
<tr>
<th>Type</th>
<th>Feature Templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>noun phrase</td>
<td>phrase label of noun phrase (e.g. NP, MPN, PPER etc.)</td>
</tr>
<tr>
<td></td>
<td>words in phrase</td>
</tr>
<tr>
<td></td>
<td>grammatical function if present (e.g. SUBJ, OBIA etc.)</td>
</tr>
<tr>
<td>sentiment expression</td>
<td>words in phrase</td>
</tr>
<tr>
<td></td>
<td>part-of-speech tag of head of phrase</td>
</tr>
<tr>
<td>relational</td>
<td>distance between noun phrase and sentiment information</td>
</tr>
</tbody>
</table>

Table 3: Feature templates employed for the SVM classifier to detect opinion sources.
Run | Properties
--- | ---
Run 1 | rule-based system, combined sentiment lexicon, dependency-parse normalization, person filtering
Run 2 | rule-based system, combined sentiment lexicon
Run 3 | rule-based system, single sentiment lexicon, dependency-parse normalization, person filtering
Run 4 | rule-based system, single sentiment lexicon
Run 5 | translation-based system, only extracts sources

Table 4: The different properties of the different runs.

systems have been built in parallel. In particular, the superior dependency-parse normalization from the rule-based system was not implemented when that information was required for the translation-based system.

4 Experiments

In this section, we evaluate the five runs officially submitted to the shared task. Table 4 displays the different properties of the different runs. Runs 1-4 are rule-based systems, while Run 5 is a translation-based system. Runs 1 and 2 employ a large sentiment lexicon, being the concatenation of the sentiment lexicon of the PolArt system (Klenner et al., 2009) and SentiWS (Remus et al., 2010). Runs 3 and 4 are identical to Runs 1 and 2, respectively, with the exception that they only employ the sentiment lexicon of the PolArt system. Runs 1 and 3 employ normalization of the dependency parse output (Section 2.1) and person filtering for opinion sources (Section 2.3). Runs 2 and 4 neither contain normalization of the dependency parse output nor person filtering.

Table 5 displays the performance of the different configurations. SE evaluates the detection of subjective expressions. Source evaluates the detection of opinion sources, while Source_SE evaluates the detection of opinion sources given a correct match of subjective expression between system output and gold standard. Similarly, Target evaluates the detection of opinion targets, while Target_SE evaluates the detection of opinion targets given a correct match of subjective expression between system output and gold standard. As there is no adjudicated gold standard but 3 individual annotations provided by the different annotators for each sentence, all numbers displayed in Table 5, i.e., precision, recall and f-score, are the average between the system output and each of the 3 annotators’ gold standards.

Table 5 shows that, on the detection of subjective expressions (SE), the combined sentiment lexicon (Runs 1 and 2) outperforms the single lexicon (Runs 3 and 4), however, the latter produces a better precision. Surprisingly, the best precision is achieved by the translation-based system (Run 5). This is most likely due to the fact that this system may be able to disambiguate subjective expressions. All rule-based systems consider each occurrence of a subjective expression in their respective sentiment lexicon as a case of a genuine sentiment.

On both the extraction of opinion sources and targets (Source and Target), the rule-based systems carrying out normalization and person filtering (Runs 1 and 3) outperform the systems without this type of processing (Runs 2 and 4). The rule-based system with the small lexicon (Run 3) outperforms its counterpart with the large lexicon on the tasks Source_SE and Target_SE since in that task, the detection of subjective expressions as such is not evaluated.

5 Conclusion

We reported on the two systems we devised for the German Shared Task on Task 1 of the German Sentiment Analysis Shared Task, the task on Source, Subjective Expression and Target Extraction from Political Speeches (STEPS). The first system is a rule-based system relying on a predicate lexicon specifying extraction rules for verbs, nouns and adjectives, while the second is a translation-based system that has been obtained with the help of the MPQA corpus.

The rule-based system benefits from some linguistic processing and a large sentiment lexicon. Currently, the translation-based system is outperformed by the rule-based approach, however, there needs to be a more thorough evaluation in order to make qualified statements as to which approach is more effective for the given task. In addition, there is still plenty of space of improving either of the two approaches.
Run | Measure | SE | Source | Source_SE | Target | Target_SE
---|---|---|---|---|---|---
Run 1 | Prec | 36.83 | 44.35 | 73.16 | 50.40 | 79.57
| Rec | 36.21 | 13.73 | 37.23 | 19.68 | N/A | N/A
| F | 44.24 | 20.97 | 49.35 | 28.31 | 63.85 | N/A

Run 2 | Prec | 56.89 | 35.88 | 62.15 | N/A | N/A
| Rec | 35.97 | 13.06 | 35.64 | 14.87 | 40.58 | N/A
| F | 44.07 | 19.15 | 45.30 | 23.11 | 53.98 | N/A

Run 3 | Prec | 63.42 | 48.55 | 74.89 | 56.25 | 79.71
| Rec | 26.10 | 11.32 | 42.46 | 15.60 | 58.00 | N/A
| F | 36.98 | 18.36 | 54.19 | 24.43 | 67.14 | N/A

Run 4 | Prec | 63.62 | 41.86 | 66.12 | 55.59 | 79.28
| Rec | 25.80 | 10.98 | 41.68 | 11.74 | 44.19 | N/A
| F | 36.71 | 17.39 | 51.13 | 19.38 | 56.75 | N/A

Run 5 | Prec | 80.56 | 47.98 | 58.55 | N/A | N/A
| Rec | 29.97 | 10.44 | 32.65 | N/A | N/A | N/A
| F | 43.69 | 17.14 | 41.92 | N/A | N/A | N/A

Table 5: Evaluation of the different runs
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