Lexical frequency co-determines the speed-curvature relation in articulation
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1. Introduction

1.1. Hand movements

Moving parts of our bodies is an integral part of the interaction with our environment. The timing of these movements is crucial. Consider, for example, catching a flying ball (Peper, Bootsma, Mestre, & Bakker, 1994). First, the ball’s direction and speed have to be assessed in order to predict its movement trajectory. Second, the catcher has to predict where and when the ball will fly in order to catch it. Then, the catching arm’s intercept trajectory must be predicted and the appropriate movements executed. In order to move the hand toward the necessary position in space, the three subparts of the arm—upper arm, forearm and hand—have to be coordinated. Often there are multiple constellations between the upper and lower arm to plan and execute movement trajectories for any given task. Across situations, one crucial parameter of the movement is its speed: hand and fingers need to be at the right place and right time to catch a ball.

Kinematic studies observed that the tangential speed of hand movements is inversely proportional to the trajectory’s curvature (Viviani & Terzuolo, 1982). This inverse relation is illustrated by what happens when riding a bicycle. On straight tracks, where curvature is small, one can increase speed. In bends, where curvature increases, one has to reduce speed. High curvature values represent tight curves, low curvature values represent broad curves. The functional relation between speed and curvature has been termed the 1/3 power law, as speed was found to vary with curvature following a power function with exponent \(-1/3\):

\[ V(t) = K \times C(t)^{-1/3}. \]

In Eq. (1), \( V(t) \) represents tangential speed and \( C(t) \) represents tangential curvature. \( K \) is the speed gain factor and represents a linear scaling of the curvature values depending on movement size and individual speed preferences (Viviani & Schneider, 1991). The power law has been reported for eye

...
movement (de Sperati & Viviani, 1997) and movements violating the 1/3 power law are perceived as unnatural (Viviani & Stucchi, 1992).

Several explanations have been put forward for this power law. According to Viviani and Flash (1995), it is a consequence of motor control strategies employed by the central nervous system to minimize the force required to change acceleration (estimated by the third derivative of the movement trajectory, see Todoro & Jordan (1998)), resulting in less jerky and more smoothly executed movements. Lebedev, Tsui, and Van Gelder (2001) describes the power law as reflecting the principle of least action, the motor system striving to minimize the effort required for movement execution.

Although multiple studies have described the speed-curvature relation for simple hand movements by Eq. (1), several hand movement studies also reported strong deviations from the power exponent of −1/3. For example, Saling and Phillips (2005) found the power law explains 60% of the variance of finger movements, but only 30% of wrist movements. Apparently, the speed-curvature relation depends on which subpart of a limb is measured. Furthermore, Viviani and Flash (1995) reported that the power exponent varied with the size and shape of the figure traced by the hand. Similar results were obtained by Hicheur, Pham, Arechavala, Laumond, and Berthoz (2007) in a study investigating the speed-curvature relation for walking. Viviani and Schneider (1991) were also able to show that the exponent of the power law increases in magnitude with age: Children at the age of six have a speed-curvature slope of −0.25. By the age of 12, the exponent is −0.3, and starts to approximate the adult value.

1.2. Articulation

The 1/3 power law has also been reported for articulation. Fig. 1, panel (d) visualizes the power law for the tongue tip during the articulation of German [ʃəpt] ‘you scrape, pl.’. An example of the articulatory trajectory in the midsaggital plane is given in panel (a). Panels (b) and (c) present speed and curvature as a function of time. Note that when speed is high, curvature is low, and vice versa.

Tasko and Westbury (2004) were the first to examine the power law for articulation in the tongue tip, the tongue body, the lower lip, and the mandibular incisor positions. They reported that speed and curvature were well-described by a power function with exponent close to −1/3. However, they also reported large deviations from this value depending on sensor position and subject.

Perrier and Fuchs (2008) replicated the study of Tasko and Westbury, and observed that the variation in the exponent increased for decreasing signal duration. They argued for articulation that the power law arises from the biomechanical constraints governing biological kinematic systems. Articulatory trajectories simulated with their model GEPPETO (Perrier, Ma, & Payan, 2005) indicated that simple biomechanical constraints emerging from muscle configurations and muscle stiffness already give rise to the 1/3 power law. Much like Gribble and Ostry (1996)’s simulation of arm movements, the model of Perrier and Fuchs (2008) indicates that the power law is unlikely to reflect motor control strategies within the central nervous system, but rather is a straightforward consequence of the spring-like properties of the articulators (Lebedev et al., 2001; Saltzman & Munhall, 1989; Todoro & Jordan, 1998; Viviani & Flash, 1995).

1.3. The present study

Considering these findings, the aim of the present study is twofold. First, the 1/3 power law may be appropriate for elliptical hand movements, executed with a rigid-body joint-angle system that aims for a single positional target. As illustrated above in the example with the ball catching, timing is crucial. Unlike hand movements, movements of the speech articulators consist of overlapping gestures and potentially competing targets executed by an articulatory apparatus that consists of a rigid jaw and muscular hydrostats which are biomechanically jointed and coupled during articulation (Bell-Berti & Harris, 1979; Browman & Goldstein, 1986; Fowler & Saltzman, 1993; Saltzman & Munhall, 1989). More importantly, communication can still be successful when articulatory target positions are reached with a relatively broad margin of error, and therefore allow for a larger variability at the target area (Guenther, 1995). Therefore, the question arises whether the 1/3 power law provides a precise description also for the more complex movement trajectories of articulators.

Second, is the functional relation between speed and curvature modulated by a word’s frequency of occurrence, a lexical measure which reflects the amount of practice that speakers have had with individual words? Here, we are interested not so much in a potential main effect of frequency, but rather in whether frequency as a predictor of speed interacts with curvature. A main effect of frequency, although not without interest, might be due to high-frequency words being accessed faster in the mental lexicon. As argued by Bell, Brenier, Gregory, Girand, and Jurafsky (2009) and Jurafsky, Bell, Gregory, and Raymond (2000), faster lexical access may enable faster execution of words’ articulatory gestures, resulting in the well-documented shortening of higher-frequency words (see, e.g., Aylett & Turk, 2004; Lindblom, 1990; Gahl, 2008; Zipf, 1935).

However, frequency as a predictor of speed of articulation may interact with curvature, such that with practice higher speed can be maintained for higher curvatures. In other words, where skilled muscle coordination is most essential, in narrow curves, repeated use may make it possible for the speaker to maintain higher speeds compared to broad curves, where precision matters less. In other words, as frequency of use decreases, the effect of curvature on speed is expected to be attenuated, whereas with increasing frequency, the effect of curvature on speed is predicted to be enhanced.

If frequency indeed interacts with curvature, then this would provide evidence that mastering and optimizing the articulation of individual words is a continuous process that unfolds as experience with these words accumulates. The motor skills required for playing tennis, or playing the violin, improve qualitatively with practice, affording not only an increase in speed but also more fluid and more precisely targeted movements. In the same vein, as speakers gain more experience with producing a specific word, the way in which they learn to articulate a word may undergo qualitative changes that are the hallmark of motor learning.
The remainder of this paper is structured as follows. We begin with introducing the experimental data, which were collected using electromagnetic articulography. We then examine the 1/3 power law by regressing speed on curvature with a linear model in the bi-logarithmic plane. As a next step, we relax the linearity assumption using thin plate regression splines as available in the Generalized Additive Model. Analyses addressing the interaction of frequency by curvature are followed by a general discussion of our findings.

2. Methods

We investigated the relation between curvature and speed using data analysed previously with respect to the influence of frequency of use on tongue position (Tomaschek et al., 2014). This study originally recorded 21 native speakers of German, of which 5 had to be excluded from the analysis given substantial missing data due to faulty sensors. The remaining speakers in the analysis (8 females and 8 males) had a mean age of 25.6 (sd = 3.1). All recordings were conducted in a sound attenuated booth at the Department of Linguistics at the University of Tübingen.

All 432 words recorded in this study were selected for further analysis of the speed-curvature relation. The stimuli comprised 157 s person plural forms (e.g. ‘(ihr) dient’, you serve, pl.), 197 verbs in the third person plural form (e.g. ‘(sie) die-nen’, they serve), 39 nouns in the singular (e.g. ‘Zunge’, tongue), and 39 nouns in the plural (e.g. ‘Zungen’, tongues).

Frequency counts for these nouns and verbs were extracted from the SdeWaC corpus of German (approx. 1 billion words, Faß & Eckart, 2013; Shaoul & Tomaschek, 2013). Frequencies were log transformed to reduce the risk
of overly influential outliers dominating statistical models (henceforth frequency).

The list of 432 words was pseudo-randomized separately for each participant. The words were presented on a computer screen, and participants were requested to utter the word. The words were presented in three blocks, and each block of words was presented at two rates, first a slow rate inducing a slow speaking rate (inter-stimulus-time: 600 ms; presentation-time: 800 ms) and then at a fast rate (inter-stimulus-time: 300 ms; presentation-time: 450 ms) inducing faster speech. These two conditions will be referred to below as the slow and fast speaking rate conditions.

Articulatory movements of the tongue were recorded with an electromagnetic articulograph (EMA, WAVE, Northern Digital Inc.) sampling sensor positions at 100 Hz. Simultaneously, the audio signal was recorded (sampling rate: 22.05 kHz, 16bit). To correct for head movements and to define a local coordinate system, a reference sensor was attached to the subjects’ forehead. Before the tongue sensors were attached a recording was made to determine the rotation from the local reference to a standardized coordinate system defined by a bite plate to which three sensors were attached in a triangular configuration. Tongue movements were captured by three sensors: one slightly behind the tongue tip (TT), one at the tongue body (TB) and one sensor between them. The distance between each sensor was roughly 2 cm. Lip movements were captured by three sensors: one on the lower lip (LL), one on the upper lip and one in the right lip corner. Correct attachment of the sensors was checked after every recording block. Recorded positions of the tongue sensors were centered at the midpoint of the bite plate and rotated such that the tongue’s front-back direction was aligned to the x-axis with increasing values representing fronting, and to the z-axis with increasing values representing raising. Sensor position was corrected for head movement automatically after every recording. We focused on LL, TT and TB in the current analysis, as these represent the main articulators. All analyses can be found in the Supplementary material, downloadable from https://osf.io/pm2d9/.

2.1. Preprocessing

Audio recordings were synchronized with the articulatory recordings. The audio signal was also automatically aligned with phonetic transcriptions using a Hidden-Markov-Model-based forced aligner for German (Rapp, 1995). Alignments were manually verified and corrected where necessary using Praat (Boersma & Weenink, 2015). Positional data was low-pass filtered at 6 Hz using a third order Butterworth filter. Filtering reduces the probability that the 1/3 power law would emerge merely as a consequence of random noise (Mazoz, Portugaly, Flash, & Weiss, 2005). The functional form of the relation between curvature and speed potentially varies with whether an articulator actively executes a gesture or not (Fowler & Saltzman, 1993; Saltzman & Munhall, 1989). We added information about whether or not a sensor was active or inactive on the basis of gestural segmentation. Generally, the onset and offset of gestures are marked at a 20% threshold of an articulator’s peak velocity (Bomien, Mooshammer, & Hoole, 2013; Mooshammer & Fuchs, 2002). The 20% velocity threshold is usually assumed for gestures with clear stop phases yielding an absolute minimum in velocity. Inspecting the productions in our data showed that most of the articulations consisted of loops, i.e. continuous movement, even during phases that according to high-level descriptions should have been stationary (such as periods of closure for plosives). As a consequence, the 20% threshold turned out to be highly unstable for our data. We therefore positioned the gestural onset and offset of a segment at the points in time at which the speed of the sensor representing the segment’s main articulator reached its minimum value.

Speech production is the result of a joint and coupled system in which especially the height of the tongue and lip is driven by jaw movements. Given the sensors at hand, we considered the lower lip position to represent labial consonants, the tongue tip position coronal and the tongue body velar consonants as well as vowels. In this study, we do not further distinguish between the separate contributions to these sensor movements of the jaw muscles on the one hand, and of the lip and tongue muscles on the other hand.

Panels (a–c) of Fig. 1 present active articulators in red and inactive articulators in blue. Acoustic labels for each time step were recoded so that they represented the segment articulated by the gesture (henceforth segment gestures). For example, the German word [a:pt] consists of a TT gesture ([i]), followed by TB ([a:]), LL ([p]), and TT ([t]) gestures. As the tongue tip is active during the articulation of consonants but inactive during the articulation of vowels, tongue tip movements during the initial part of the [a:] were labeled as [i]. For the TT, all labels for coronal phones represent active gestures, while non-coronal sounds represent those phones in which TT was a co-articulator. Each position was coded for 36 segment gestures, whose distribution varied between positions. (For the verbs, which were preceeded by a pronoun, the tongue body movement during the production of the vowels of these pronouns—[ziː] they and [iːn] you, pl.—was classified as inactive.)

Following Perrier and Fuchs (2008) and Tasko and Westbury (2004), tangential speed $V(t)$ was calculated using (2), where $x$ and $y$ were calculated by central difference approximation. Tangential curvature $C(t)$ was calculated using (3), which specifies the rate of change of a trajectory’s direction. In these equations, $\ddot{x}$, $\ddot{y}$ in (2) and (3) represent the first derivative (speed) and $\dot{x}$, $\dot{y}$ the second derivative (acceleration) of the filtered sensor position in the vertical and horizontal axes, respectively.

$$V(t) = \sqrt{\dot{x}^2 + \dot{y}^2}$$ \hspace{1cm} (2)

$$C(t) = \frac{\ddot{x}\dot{y} - \ddot{y}\dot{x}}{|(\dot{x}^2 + \dot{y}^2)^{3/2}|}$$ \hspace{1cm} (3)

In (3), we take the absolute value of the tangential curvature, as the speed curvature relation concerns the magnitude of the curvature and abstracts away from its direction (cf. Perrier & Fuchs, 2008; Tasko & Westbury, 2004). The power law for speed and curvature,

$$V(t) = K \cdot C(t)^\beta,$$ \hspace{1cm} (4)

defines a straight line in the double logarithmic plane

$$\log V(t) = \log K + \beta \log C(t).$$ \hspace{1cm} (5)
with intercept log $K$ and slope $\beta$.

Fig. 2 visualizes the distributions of median speed (top panels) and median curvature (bottom panels) using box and whiskers plots for observed (left and center panels) and log10-transformed (right panels) values. In the left panels, outliers are included, illustrating that the distribution in the observed values is strongly skewed. Only after the exclusion of outliers, median values become apparent (center panels). In the center and right panels, boxes represent the interquartile range and the whiskers 1.5 times the interquartile range. Speed of movement is clearly reduced for the lower lip sensor compared to the two tongue sensors. Differences in the interquartile range (lower for LL speed, higher for LL curvature) are almost completely neutralized by the logarithmic transform. For statistical analysis, we therefore analyzed log speed and log curvature.

Furthermore, we log10-transformed curvature and speed (henceforth curvature and speed).

Data points with extreme values for curvature above 3 and below $-4$ (LL = 0.14%, TT = 0.09%, TB = 0.08% of the data) as well as data points of words with durations shorter than 200 ms and longer than 1 s (1.93% of the data) were excluded. Regression analyses indicated that speed and curvature values of excluded data points were not predictable from the frequencies of occurrence of their carrier words (summary tables are provided in the Supplementary materials).

In all upcoming analyses, numeric predictors were z-transformed in order to locate the intercept in the center of the distribution.

3. Linear mixed-effects regression analysis

We modeled speed as a linear function of curvature using the mgcv package (Wood, 2006), Version 1.8-17, in R (Version 3.2.2). We note that, different from the lme4 package (Bates, Maechler, Bolker, & Walker, 2014), the mgcv software estimates random effects by imposing ridge penalties. As additional covariate in this analysis, we included speaking rate. Random intercepts were specified for the random-effect factors speaker and word. Separate models were fitted for the lower lip, the tongue tip, and the tongue body sensor.

Analyses revealed that the slope of curvature interacted significantly with speaking rate (LL: $\beta_{CR} = 0.03$, se < 0.001, t = 61.2; TT: $\beta_{CR} = 0.03$, se < 0.001, t = 60.0; TB: $\beta_{CR} = 0.017$, se < 0.001, t = 34.7), which is why we performed an individual analysis in each of the speaking rate conditions.

Furthermore, intercepts varied by word and speaker. In addition to these random intercepts, by-subject random slopes were supported for curvature and speaking rate. Other random slopes did not receive support from our analyses.

To rule out adverse effects of overly influential outliers, we removed data points with absolute standardized residuals exceeding 2.5 standard deviations (2% of the data), and refitted the model. Full details on these models are available in the Supplementary materials. Table 1 summarizes estimates for slope and intercept for the three sensor positions for the slow and fast speaking rate, the range of variation for the slope across subjects (for both, in slow and fast speaking rate), and the amount of variance explained.

The $R^2$ for our models ranged between 0.69 and 0.73, which compares favorably with the values reported by Tasko and Westbury (2004) ($R^2 = 0.68$) and Perrier and Fuchs (2008) ($R^2 = 0.538$).

This, however, may be due to differences in the statistical modeling technique used. Whereas Tasko & Westbury and Perrier & Fuchs used linear regression, we made use of linear mixed-effects regression, which typically accounts for a larger proportion of the variance thanks to the inclusion of both subject and word as random-effect factors. In line with the findings of Saling and Phillips (2005), the amount of variance explained was very similar across sensors. The proportion of variance explained was highly similar across the three sensors.

Population estimates of the slopes ranged from $-0.37$ to $-0.3$. As observed also by Tasko and Westbury (2004) and
Perrier and Fuchs (2008), all positions revealed slopes that are more negative than predicted by the power law. Furthermore, by-subject slopes revealed medium to strong variation (Table 1, columns Min/Max), with the theoretical value of −1/3 being reached only by one subject, and only for the TB position, whereas another speakers revealed a slope of no less than −0.40 for the LL position.

The initial model indicated that speed of articulation increased in the fast speaking rate compared to the slow speaking rate (LL: $\beta_{\text{fast}} = 0.06$, se = 0.027, t = 2.2; TT: $\beta_{\text{fast}} = 0.06$, se = 0.028, t = 2.3; TB: $\beta_{\text{fast}} = 0.06$, se = 0.021, t = 2.7). Apparently, changes in speaking rate not only affect the intercept $K$, but also the slope, contradicting the assumption in the previous literature that it is only the gain factor $K$ (the intercept) that accounts for differences in velocity.

4. Relaxing the linearity assumption

In the preceeding analyses, we have assumed that the functional relation between speed and curvature is a linear one. The spline smooths of the Generalized Additive Mixed Model (GAMM, Hastie & Tibshirani, 1990; Wood, 2006, 2011, 2013) makes it possible to relax this linearity assumption, and to consider instead whether the functional relation between speed and curvature is non-linear. Importantly, GAMMs do not impose non-linearity, as the model incorporates penalties for wiggliness. Thus, if a predictor has a linear effect, a spline smooth will produce a linear regression line, instead of a curvilinear pattern. For univariate smooths, we made use of thin plate regression splines. For multivariate smooths, we used tensor product smooths. Models were fit with the `bam` function of the mgcv package (version 1.8-5), and the itsadug package (Version 2.2, van Rij, Wieling, Baayen, & van Rijn, 2015) was used for model comparison (using the compareML function) as well as for visualization. A short conceptual introduction to the generalized additive model is provided by Baayen, Vasisht, Bates, and Kliegl (2017).

Separate GAMMs were fitted to each of the three sensor positions, with speed as response variable. The predictors of primary interest were curvature and frequency of occurrence. As control covariates, we included number of phones (in the dictionary pronunciation of the word), word duration, and the fixed-effect factors working mode (with levels active and inactive) and speaking rate (with levels fast and slow). These fixed-effect factors were included in the model using treatment dummy coding.

Number of phones and word duration are both measures of word length, and were included as length of articularaly movement has been reported to affect the speed-curvature relation in articulation (Perrier & Fuchs, 2008; Tasko & Westbury, 2004). Spearman rank correlations among frequency, word duration and number of phones were low ($r_{\text{frq,phon}} = -0.25$; $r_{\text{frq,wd}} = -0.13$; $r_{\text{wd,phon}} = 0.33$), suggesting informally that their joint presence in the model is unlikely to give rise to strong suppression or enhancement (Chatterjee & Hadi, 2012; Farrar & Glauber, 1967; Friedman & Wall, 2005; Tomaschek & Hendrix, 2017). All covariates were z-transformed for analysis.

Four non-linear interactions emerged, all of which involved curvature: curvature by number of phones (modeled with a tensor product smooth), curvature by word duration (likewise modeled with a tensor smooth), curvature by working mode (modeled with two thin plate regression splines, one for each level of working mode), and the theoretically expected interaction of curvature by frequency (modeled with a tensor product smooth). These interactions were modeled using a decompositional approach with main effect smooths for all covariates involved, and tensor product smooths for specifically the interactions riding on top of these main effects (using the ti function of mgcv). For ease of interpretation, the number of basis functions for spline smooths was restricted to three.1

Five random-effect factors were taken into account: speaker, word, and the place of articulation of the preceeding segment, of the target segment, and of the following segment. For word, random intercepts sufficed. For Subject, interactions with Number of phones, curvature, word duration, frequency, and working mode received strong support. Factor smooths (the nonlinear counterpart of the combination of random intercepts and random slopes in the linear mixed model) were included for curvature by speaker, place of articulation of the preceeding segment, the target segment, and the following segment. Fig. 3 illustrates the random factor smooths for preceeding segment, the target segment, and the following segment for each of the places of articulation.

4.1. Results for speed of articulation

Table 2 provides a summary overview of the effects of the factorial control predictors, for each of the three positions. Across all positions, speed of articulation increased for the fast speaking rate. Lower lip and tongue tip were articulated significantly faster in the active working mode. In the tongue body position no significant difference between active and inactive was found.

---

1 working mode also entered into a significant two-way interaction with curvature at the lower lip and the tongue body sensors, and a significant three-way interaction with curvature and frequency at the lower lip position. Although these additional interactions improved the model fit, they did not affect the main pattern of results nor associated conclusions. As these interactions were not well interpretable, we have not included them in the model reported here. Details on models including these interactions are available in the Supplementary materials.
Figs. 4–6 present those partial effects of the nonlinear predictors that are of theoretical interest. All partial effects are centered around zero. The horizontal axis (at $Y = 0$) in the graphs can be thought of as representing the group mean for a given combination of factorial predictors. In other words, the partial effects clarify how, given the covariate on the horizontal axis, the response departs from this group mean. Departures from the group mean are significant wherever the confidence interval of the smooth does not include the zero line. Summaries of tests of significance for the smooth term are available in the Appendix.

The top panels of Fig. 4 present the non-linear functional relation between speed (vertical axis) and curvature (horizontal axis) for active articulators. Across sensors, we find the same non-linear functional relation. For low curvatures, the effect appears to be at ceiling. For (scaled) curvatures around $/C0_1$, a downward trend sets in that becomes nearly linear for (scaled) curvatures exceeding $/C0_1$. Across all three sensors, the $1/3$ power law provides a characterization of the relation between curvature and speech that is too simple. In the general discussion, we show how the power law can be adjusted to bring it closer in line with our data.

Unsurprisingly, the effect size of curvature is large, ranging from nearly $+0.5$ to around $-1.0$. Much smaller effect sizes characterize the effects of frequency, number of phones, and word duration.

The partial effect of frequency on the speed of articulation (second row of panels in Fig. 4) shows that across all three sensors, speed decreased with increasing frequency of occurrence. The effect of frequency is not confounded with measures of word length, as both number of phones and word duration are included in the model as control covariates. As can be seen in the bottom row of panels in Fig. 4, speed of articulation decreases as word duration increases: In longer words, speakers appear to take more time. Furthermore, the third row of panels in Fig. 4 shows that number of phones has a small and just significant effect only for the tongue body sensor. Given these control predictors, the partial effect of frequency, which holds when other predictors (including duration and number of phones) are held constant, is statistically well-supported.

There are two, not mutually exclusive, explanations for the negative correlation of frequency and speed. First, several studies report that more frequently executed gestures come with faster movement velocities (Platz, Brown, & Marsden, 1998; Raeder, Fernandez-Fernandez, & Ferrauti, 2015; Sosnik, Hauptmann, Karni, & Flash, 2004; Tiede, Mooshammer, Goldstein, Shattuck-Hufnagel, & Perkell, 2011). Since higher-frequency words tend to have higher-frequency phone transitions (Baayen, 2001; Nusbaum, 1985), and since these phone transitions tend to be phonotactically simpler, it is possible that the simplicity of the phone transitions in higher frequencies words drive the present effect. Second, higher-frequency words are read faster (Kliegl et al., 2010). If one assumes that fast lexical access in reading also boosts the speed of articulation (Bell et al., 2009; Jurafsky et al., 2000), the negative slope of the frequency effect follows immediately.

As mentioned above, number of phones, word duration, and frequency entered into interactions with curvature. These interactions are visualized in Fig. 5. In this figure, the horizontal axis

![Fig. 3. Partial effect of the by-POA factor smooths for curvature, for preceeding segment (left), target segment (center) and following segment (right) in the tongue tip. Each curve represents a place of articulation: # = word boundary, front/mid/back vowels, cor = coronal, lab = labial, pal = palatal, vel = velar.](image)

<table>
<thead>
<tr>
<th>Partial effect</th>
<th>Estimate</th>
<th>Std.Error</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(LL) (Intercept)</td>
<td>0.972</td>
<td>0.026</td>
<td>36.741</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(LL) Condition: fast</td>
<td>0.068</td>
<td>0.001</td>
<td>58.865</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(LL) Modus: active</td>
<td>0.077</td>
<td>0.005</td>
<td>16.452</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(TT) (Intercept)</td>
<td>1.253</td>
<td>0.027</td>
<td>46.818</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(TT) Condition: fast</td>
<td>0.069</td>
<td>0.001</td>
<td>60.137</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(TT) Modus: active</td>
<td>0.041</td>
<td>0.002</td>
<td>17.575</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(TB) (Intercept)</td>
<td>1.271</td>
<td>0.026</td>
<td>49.283</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(TB) Condition: fast</td>
<td>0.072</td>
<td>0.001</td>
<td>65.105</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(TB) Modus: active</td>
<td>-0.003</td>
<td>0.002</td>
<td>-1.511</td>
<td>0.131</td>
</tr>
</tbody>
</table>
always represents curvature. Each panel visualizes a regression surface (modeled with a tensor product smooth) by means of three curves at high (1.5 SD above the mean), median, and low (1.5 SD below the mean) predictor values for number of phones (top panels), word duration (center panels), and frequency (bottom panels). Note that the effect size of these interactions is substantially smaller than the corresponding partial 'main' effects depicted Fig. 4.
Fig. 5. Partial effects of speed for the interactions between curvature and number of phones, word duration and frequency, in the lower lip (left column), tongue tip (mid column) and tongue body positions (right column).

Fig. 6. Partial effects for word frequency as a predictor of curvature, for the LL, TT and TB sensors.
As can be seen in the top left panel of Fig. 5, words with many phones (red) and few phones (blue) had opposite effects on the speed-curvature function. For long words, the curve in the upper left panel of Fig. 4 is modulated downward for low curvatures and moved upward for high curvatures. For short words, the shifts are in the opposite directions. A similar pattern is seen at the TB sensor. The pattern reverses completely, however, at the TT sensor, together with a reduced effect size. Since this reversal is exceptional—all other panels in Fig. 5 consistently show red lines with a positive slope and blue lines with a negative slope—we refrain from interpreting the interaction of curvature by number of phones for the TT sensor.

The interactions in Fig. 5 indicate that speed of articulation increases with curvature for longer words, both when length is measured in number of phones, and when it is assessed by duration in ms, as well as for more frequent words. Conversely, as curvature increases, speed decreases for shorter and lower-frequency words. We note that according to our model, the effects for these three predictors are independent of each other, but we hasten to add that our model specification may have given rise to a simplification of the true complexity of the relation between speed and curvature. However, without more theoretical guidance, it does not make sense to consider higher-order nonlinear interactions.

One would expect, given studies such as Gay (1977), that other things being equal, a larger number of phones should go hand in hand with a higher speed of articulation. The present data show that much depends on curvature. Recall that in Fig. 4, a main effect of number of phones did not receive solid support. However, at higher curvatures, longer words show (slightly) higher speed, whereas at low curvatures, shorter words show (slightly) higher speed. As demonstrated by the second row of panels of Fig. 5, this characterization of the pattern of results extends to word length assessed with acoustic duration. Possibly, when words are long, speakers are better situated to plan complex articulatory movements, and thus to execute tight curves with greater speed.

The interaction of curvature by frequency mirrors the interactions of length by curvature. However, whereas length can be viewed as a post-lexical factor governing phonetic spell-out, frequency is a lexical factor that apparently also co-determines the fine details of articulation. Again, we observe cross-over interactions for all three sensors, with a reversal in the general slope of the regression lines as we move from rare to frequent words. With speed being already high in low curvature trajectories, articulatory speed is increased in rare words and decreased in frequent words. As expected, higher speeds can be reached for high curvature when word frequencies are higher, that is, when speakers have had substantial practice with articulating these words.

Thus far, we have modeled speed as a function of curvature. Of course, curvature can also be modeled as a function of speed. In this context, the role of word frequency is again of special interest.

It has been shown that repetition of complex trajectories consisting of multiple targets reduces the number of speed peaks and increases the smoothness of movement trajectories (Sosnik et al., 2004; Tiede et al., 2011). It follows that a higher frequency of occurrence should go hand in hand with a reduction in curvature. We therefore fitted a GAMM to the data, with curvature as response and speed as main predictor, while retaining frequency and all other control predictors in the model specification. Here, we only report the main effect of frequency, illustrated in Fig. 6. Just as speed decreases with frequency, curvature likewise decreases with frequency. Again, the effect size is quite small. The largest effect (for the TT) is around 0.3 whereas the range of curvature values is [-4, 4] (see Fig. 4 and 5). Here too, the highly-practiced phone transitions that characterize high-frequency words are at issue. These transitions likely allow for smoother trajectories with reduced curvature (Sosnik et al., 2004; Tomaschek et al., 2014).

5. General discussion

Studies of simple hand movements report that the functional relation between speed and curvature is governed by a power law with \(-0.33\) as exponent (Viviani & Terzuolo, 1982; Viviani & Schneider, 1991). Perrier and Fuchs (2008) and Tasko and Westbury (2004) studied the 1/3 power law for articulatory movements, and although they replicated previous findings for hand movements, they also observed considerable variation depending on sensor, subject and the length of the speech signal. Nevertheless, Perrier and Fuchs (2008) maintained that the speed-curvature relation follows from the spring-like properties of the articulators.

We studied the functional relation between speed and curvature for German verbs and nouns, using electromagnetic articulography, focusing on the lower lip, the tongue tip, and the tongue body. An analysis imposing linearity on this functional relation revealed exponents with a slightly increased absolute magnitude \((-0.37\) and \(-0.39\), rather than \(-0.33\)). We also replicated the results of Perrier and Fuchs (2008) and Tasko and Westbury (2004), in that we observed considerable variation (with individual exponents ranging from \(-0.33\) to \(-0.44\)).

However, when the assumption of a linear functional relation between speed and curvature is relaxed, a substantially modified pattern of results emerges. A Generalized Additive Mixed Model (Wood, 2006) using thin plate regression splines provided strong support for a non-linear functional relation between speed and curvature. For lower values of curvature, speed is at ceiling, and as a consequence, for the lowest range of curvatures, speed hardly decreases with curvature. It is only in the second quartile of curvature that speed starts to decrease as curvature is increased, and it is only for the last quartile of curvature that speed decreases approximately linearly with curvature. In other words, for our data, the power law is not valid.

The insight gained with the thin plate regression spline into the true functional relation between speed and curvature indicates that a modification of the power law is required. Following Mandelbrot's emendation of Zipf's rank-frequency law (Mandelbrot, 1953, 1959), we propose to enrich the model with a second parameter, \(z\),

\[
V(t) = \frac{K}{(C(t) + z)^\beta} \quad (\beta > 0)
\]

to ensure that the effect of curvature on speed levels off for low values of curvature. Fig. 7 illustrates that a Zipf-Mandelbrot model for the speed-curvature relation fits the estimated rela-
tion fairly well: Values on a grid of 30 equally-spaced curva-
tures, predicted by a GAMM, are shown in blue, and the Zipf-
Mandelbrot approximation is shown in red. The parameter
values shown for each sensor above its panel were obtained
with a simple grid search. In model (6), the $\beta$ parameter
regulates the balance between speed and curvature, $K$
defines the maximum speed that can be reached under minimal
curvature, and $z$ enforces a constraint that this maximum speed
is closely approximated at curvatures that exceed the minimum
curvature by a substantial margin.

Speed depends not only on curvature. It varies not only with
word length in number of phones, or word length assessed
with acoustic duration, but it also varies with lexical frequency.
We observed a medium-sized effect of lexical frequency, such
that the speed of articulation decreased with increasing fre-
cquency. Slower articulatory movements with words with
higher frequency are indeed surprising, as usually more repe-
titions of a kinematic task result in faster movements, both in
hand movements and articulation (Platz et al., 1998; Raeder
et al., 2015; Sosnik et al., 2004; Tiede et al., 2011). Given that
we controlled for effects of word duration and number of
phones in the canonical form, and therefore rule out confound-
ing of our results by these predictors, we argue that a probable
source of slower articulation is reading latency.

This negative correlation may have arisen as a conse-
quence of two mutually not exclusive effects. The first is faster
lexical access in reading affording more rapid production (cf.
Bell et al., 2009; Jurafsky et al., 2000; Kliegl et al., 2010). Having
adapted to the time frame in our experiment, faster access
provided speakers with a longer time window to articulate the
word, reducing articulatory speed.

The second is that the phonotactics of higher frequency
words tend to be simpler than the phonotactics of lower-
frequency words (see, e.g., Baayen, 2001; Nusbaum, 1985,
for a discussion of the relation between frequency and transi-
tional probabilities). As a consequence, the distances that
the articulators have to travel for higher frequency words are
reduced, and hence, the speed of articulation can be relaxed.
In other words, thanks to simpler phone transitions, the articu-
atory effort required for higher frequency words is reduced
(Zipf, 1949).

Instead of modeling speed as a function of curvature, one
can model curvature as a function of speed. A brief exploration
of curvature as response variable showed that, as expected,
curvature decreases with speed. Of interest is that we also
observed lower curvature for words of higher frequency, indi-
cating smoother articulatory trajectories. This mirrors the find-
ings of other kinematic studies. Practice leads to smoother
transitions across sequences of gestures, be they in hand
movement (Sosnik et al., 2004) or articulation (Tiede et al.,
2011). Of further theoretical interest is that in the model
regressing speed on curvature, an interaction of curvature by
frequency is present in addition to the independently estimated
main effects of these predictors.2

Fig. 8 illustrates that this interaction (as well as the other
interactions with curvature summarized in Fig. 5) can be mod-
eled by modifying $\beta$ in (6). By slightly decreasing $\beta$, speed

![Fig. 7. The Zipf-Mandelbrot model applied to the speed curvature relation for LL sensor (left), tongue body sensor (center), and tongue tip sensor (right). Estimated observed curve in blue, and the Zipf-Mandelbrot approximation in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image1)

![Fig. 8. Slightly decreasing $\beta$ in the Zipf-Mandelbrot model results in the interactions document in Fig. 5 of curvature by length, by duration, and by frequency. Observed values in blue, in red a curve obtained by increasing $\beta$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image2)

2 In fact, in the model regressing curvature on speed, an interaction of curvature by frequency is also present, with a functional form that is the mirror image of that in the model regressing speed on curvature.
decreases for low curvatures and increases for high curvatures. The reverse pattern (not shown) is obtained when \( \beta \) is slightly increased (resulting in the interaction for Length in phones for the tongue tip sensor). Fig. 5 shows that this modulation of \( \beta \) is required for both word length (in phones or in ms) and for word frequency. The effect of frequency, a lexical effect, shows that higher speed can be reached for high curvatures for words the articulation of which is better practiced. This increase in speed at high curvatures goes hand in hand with a decrease in speed at lower curvatures, indicating that effort is re-distributed across curvature.

The effects of kinematic practice in experiments, either within one session or within the time span of a few weeks (Platz et al., 1998; Raeder et al., 2015; Sosnik et al., 2004; Tiede et al., 2011), are similar to the effects we observe for word frequency, which reflect the experience with a word accumulated over a participant’s lifetime. The way in which lexical frequency shifts the trade-off of speed and curvature (as reflected by changes in \( \beta \)) suggests an improvement in the skill of articulation. Other studies on the role of lexical frequency in articulation also suggest that articulatory practice makes perfect (Tomaschek, Wieling, Arnold, & Baayen, 2013; Tomaschek et al., 2014; Tomaschek et al., 2017). Articulatory practice thus emerges as a new explanatory factor for theories addressing the relation between frequency and speed and duration of articulation, complementing the factors of audience design and information load (Aylett & Turk, 2004, 2006; Lindblom, 1990; Priva, 2015).

The effects of word-specific trajectory on the fine detail of speed and curvature in articulatory trajectories challenges current theories of speech production. According to the WEAVER model (Levitt, Roelofs, & Meyer, 1999), lexical frequency drives the activation of phonological word forms, which in turn activate phones that are bundled together in syllables. Effects of number of phones and acoustic duration, as observed in the present study, can be accommodated as these effects can be understood as post-lexical. However, a lexical effect is at odds with the modular conception of the speech production process embodied in the WEAVER model. Possibly, a lexical frequency effect can be accommodated within articulatory phonology (Brownman & Goldstein, 1986, 1992), if one assumes that each word has its own unique set of vocal tract variables (as defined in Saltzman & Munhall, 1989). However, such a move seems at odds with the conceptualization of gestures as “primitives of phonological contrasts” (Brownman & Goldstein, 1992, p. 24).

More in general, high-level theories tend to profit from a modular approaches, and provide a framework within which many phenomena can be understood in an insightful way. However, when it comes to the finer details, Sapir’s aphorism that “all grammars leak” (Sapir, 1921, p. 39) becomes relevant, and strictly modular approaches are stretched beyond their limits.

In morphology, for instance, whole word frequency effects have recently been found to be predictive for lexical processing, rather than lemma frequency effects, even in a highly agglutinative language such as Estonian Loo, Jaervikivi, Tomaschek, Tucker, and Baayen (2017). In syntax, frequency effects for word n-grams (see, e.g., Arnon & Snider, 2010; Bannard & Matthews, 2008; Tremblay & Tucker, 2011) bear witness to the brain’s unexpectedly high degree of sensitivity to co-occurrence probabilities. From this general perspective, the present findings that lexical frequency modulates articulation is perhaps unsurprising. The challenge for linguistic theory is how to explain these findings in a theoretically coherent and insightful way. Meeting this challenge is beyond the scope of the present paper. All that we can say here is that repeated exposure and use appears to be part of a general never-ending process of local optimization in human cognition (Ramscar, Sun, Hendrix, Baayen, & Rapp, 2017).
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Appendix A

See Tables 3–5.

Table 3
Summary table of the partial non-linear effects in the GAMM analysis for lower lip, containing the estimated degrees of freedom (edf), the referential degrees of freedom (Ref. edf), the F-value (F) and the associated p-value. P-values below 0.05 indicate significant non-linearity. The upper half represents the fixed effects, the lower half represents the random effects. s() represents a smooth; ii() represents a partial tensor. POA = Place of articulation.

<table>
<thead>
<tr>
<th>Partial Effect</th>
<th>edf</th>
<th>Ref. edf</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>s(Curvature)</td>
<td>1.999</td>
<td>1.999</td>
<td>1592.212</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Frequency)</td>
<td>1.001</td>
<td>1.001</td>
<td>5.037</td>
<td>0.025</td>
</tr>
<tr>
<td>s(Number of Phones)</td>
<td>1.988</td>
<td>2.078</td>
<td>65.46</td>
<td>0.001</td>
</tr>
<tr>
<td>s(Number of Phones)</td>
<td>1.001</td>
<td>1.001</td>
<td>2.144</td>
<td>0.143</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>3.822</td>
<td>3.986</td>
<td>49.946</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Word duration)</td>
<td>1.968</td>
<td>1.998</td>
<td>22.907</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>1.893</td>
<td>1.893</td>
<td>55.804</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>405.472</td>
<td>429</td>
<td>31.175</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>138.225</td>
<td>152</td>
<td>1997.507</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>64.404</td>
<td>71</td>
<td>737.62</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>55.669</td>
<td>71</td>
<td>224.299</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>51.468</td>
<td>71</td>
<td>47.912</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phonemes)</td>
<td>14.641</td>
<td>16</td>
<td>56.273</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Word duration)</td>
<td>15.307</td>
<td>16</td>
<td>82.942</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Frequency)</td>
<td>14.296</td>
<td>16</td>
<td>21.738</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Active)</td>
<td>15.212</td>
<td>32</td>
<td>9.366</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>
Table 4
Summary table of the partial non-linear effects in the GAMM analysis for tongue tip, containing the estimated degrees of freedom (edf), the referential degrees of freedom (Ref. edf), the F-value (F) and the associated p-value. P-values below 0.05 indicate significant non-linearity. The upper half represents the fixed effects, the lower half represents the random effects. s() represents a smooth; ti() represents a partial tensor. POA = Place of articulation.

<table>
<thead>
<tr>
<th>Partial Effect</th>
<th>edf</th>
<th>Ref. edf</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>s(Curvature,Speaker)</td>
<td>1.999</td>
<td>1.999</td>
<td>1392.894</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Frequency)</td>
<td>1</td>
<td>1</td>
<td>23.746</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ti(Curvature,Frequency)</td>
<td>3.375</td>
<td>3.798</td>
<td>43.728</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones)</td>
<td>1</td>
<td>1</td>
<td>2.06</td>
<td>0.151</td>
</tr>
<tr>
<td>ti(Curvature,Number of Phones)</td>
<td>3.879</td>
<td>3.994</td>
<td>25.313</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>1.009</td>
<td>1.018</td>
<td>18.27</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ti(Curvature,Word duration)</td>
<td>3.763</td>
<td>3.974</td>
<td>107.795</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>412.132</td>
<td>429</td>
<td>52.498</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Frequency,Speaker)</td>
<td>135.595</td>
<td>152</td>
<td>2618.011</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ti(Curvature,POA,Segment)</td>
<td>48.634</td>
<td>71</td>
<td>102.162</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,POA following segment)</td>
<td>63.725</td>
<td>71</td>
<td>230.762</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,POA preceeding segment)</td>
<td>51.718</td>
<td>71</td>
<td>95.11</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>15.39</td>
<td>16</td>
<td>148.714</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>15.326</td>
<td>16</td>
<td>256.991</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>14.455</td>
<td>16</td>
<td>36.183</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>15.047</td>
<td>32</td>
<td>7.988</td>
<td>0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>156.083</td>
<td>156</td>
<td>10.675</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

Table 5
Summary table of the partial non-linear effects in the GAMM analysis for tongue body, containing the estimated degrees of freedom (edf), the referential degrees of freedom (Ref. edf), the F-value (F) and the associated p-value. P-values below 0.05 indicate significant non-linearity. The upper half represents the fixed effects, the lower half represents the random effects. s() represents a smooth; ti() represents a partial tensor. POA = Place of articulation.

<table>
<thead>
<tr>
<th>Partial Effect</th>
<th>edf</th>
<th>Ref. edf</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>s(Curvature,Speaker)</td>
<td>1.999</td>
<td>1.999</td>
<td>1483.509</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Frequency)</td>
<td>1</td>
<td>1</td>
<td>14.33</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ti(Curvature,Frequency)</td>
<td>3.227</td>
<td>3.719</td>
<td>24.572</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones)</td>
<td>1.001</td>
<td>1.001</td>
<td>5.43</td>
<td>0.02</td>
</tr>
<tr>
<td>ti(Curvature,Number of Phones)</td>
<td>3.892</td>
<td>3.995</td>
<td>103.449</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>1.001</td>
<td>1.002</td>
<td>7.2</td>
<td>0.007</td>
</tr>
<tr>
<td>ti(Curvature,Word duration)</td>
<td>3.75</td>
<td>3.968</td>
<td>51.955</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>132.196</td>
<td>153</td>
<td>1740.594</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,POA,Segment)</td>
<td>65.548</td>
<td>72</td>
<td>210.968</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ti(Number of Phones,POA following segment)</td>
<td>55.575</td>
<td>72</td>
<td>273.051</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,POA preceeding segment)</td>
<td>54.383</td>
<td>72</td>
<td>157.002</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>15.279</td>
<td>16</td>
<td>130.822</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>15.541</td>
<td>16</td>
<td>270.773</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>14.419</td>
<td>16</td>
<td>34.619</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>15.357</td>
<td>33</td>
<td>11.205</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>s(Number of Phones,Speaker)</td>
<td>407.823</td>
<td>430</td>
<td>38.081</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>
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