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Addressing the Need for a Multilingual Parallel Resource Annotated with Semantic-Functional Information

Abstract: This paper argues for using authentic data not only as an empirical basis for linguistic generalizations but also for exemplification purposes in monolingual and particularly in bi- and multilingual contrastive studies. It shows that parallel data extracted from the available parallel corpora can – after enrichment with semantic-functional information while maintaining the available contextual, register-related and linguistic information – serve as a perfect data source for multilingual exemplification. Moreover, the analysis of semantic-functionally equivalent parallel sequences allows the investigation and exemplification of similarities and differences in how different languages express similar meaning from both a semasiological and an onomasiological perspective.
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1 Background: The Dual Function of Linguistic Data

Every linguistic work, whether a research paper or a grammar, whether written for scientific or didactic purposes, is inseparably tied to linguistic data. At the same time, linguistic data fulfill at least two different functions, both of which are subject to different restrictions and requirements. One function is to provide an empirical basis for linguistic generalizations, and the other is to exemplify these generalizations. Whereas the linguistic data used as an empirical basis is typically drawn from authentic language use (real performance), data serving as exemplification is usually constructed on the basis of such use.

There are good reasons for using constructed data for exemplification purposes: Constructed examples can be designed in a targeted way to have a clear focus on a specific problem and to be brief and concise, making it possible to save space, which is particularly relevant for print publications. However, constructed examples

1 I would like to thank Piotr Bański, María José Domínguez Vázquez, Silvia Kutscher, Angelika Wöllstein and the audience of the international conference Kontrastive Grammatikschreibung im europäischen Vergleich: Theorie, Methoden und Anwendungen, held on 02.–03.10.2014 in Santiago de Compostela (Spain), for comments and discussion.
also have several drawbacks. Firstly, they are usually idealizations of real linguistic utterances and thus often appear artificial. Secondly, they are often introduced out of context and are unspecified with regard to register. Because of that, they lack explicit indications of appropriate usage and fulfill their epistemic function to a very limited extent. In order to overcome these drawbacks and as a consequence of the empirical revolution in linguistics, more and more linguists tend to abandon constructed data in favor of authentic data. This trend can be observed in all areas of activity in linguistics, including research, teaching (see the widely discussed issue of data-driven teaching / learning), and grammar writing (see the grammar of English by Biber et al. (2002), which exclusively uses authentic texts and conversations as examples). Authentic language data are particularly advantageous in that they present real context- and register-related language usage. However, they are often not suitable for exemplification purposes because they are too complex and contain big portions of irrelevant material. The assets and drawbacks of authentic and constructed linguistic examples become even more obvious in contrastive research, in particular in the field of contrastive grammar writing, where more than one language is investigated and described and where the similarities and differences between the languages have to be adequately exemplified. It is examples that considerably determine the quality of a (contrastive) grammar (see also Weber 2005 and Rice 2007).

In this paper, we argue in favor of using authentic data for exemplification purposes and suggest how such data could be prepared to satisfy the needs of multilingual contrastive grammars. We show that parallel data extracted from the available parallel corpora can, after appropriate preparation, serve as a perfect data source for multilingual exemplification. In section 2 general characteristics of parallel corpora are described and the advantages and challenges related to the existing parallel corpora as well as the motivation for a resource annotated with semantic-functional information will be discussed. Section 3 presents the conceptual and practical issues concerning a multilingual parallel resource annotated with semantic-functional information intended to provide data for contrastive exemplification. Section 4 sums up the discussion and outlines future goals.

2 See Stolz et al. (2011) for a discussion of the various functions of linguistic exemplification and the distinction between the descriptive and prescriptive functions of examples on the one hand and their epistemic function on the other hand.

3 By authentic data, we mean naturally occurring language data as opposed to made-up sentences. In this sense, translation data is a sort of authentic language data.
2 Parallel Data: Advantages and Challenges

For cross-linguistic research, including typology, contrastive linguistics and translation studies, bi- and multilingual electronic corpora are of particular relevance. Two types of bi- and multilingual corpora can be distinguished from the point of view of language selection: parallel and comparable corpora. Whereas parallel corpora consist of original texts in one language and their translations into another language (or languages) or texts which translate the same source, comparable corpora include exclusively original texts in two or more languages matched by a number of criteria such as topic or genre. In this paper, we focus on parallel corpora, arguing that they are particularly useful for cross-linguistic studies.

The major advantage of parallel corpora is that they provide – via translation equivalence – sequences of linguistic entities, such as words, word groups or sentences, in two or more languages that (i) convey the same meanings, (ii) appear in the same contexts, and (iii) are used in the same registers. It can thus be expected that the aligned sequences in two or more languages are functionally equivalent or at least approximate and thus qualify as an adequate tertium comparationis for a contrastive analysis (see James 1980; Chesterman 1998; Johansson 2007). Based on the functional equivalence of aligned sequences in parallel corpora, we can identify categorical and structural units in individual languages that are used to encode the relevant communicative functions. Sometimes we will be able to discover a one-to-one categorical and/or structural correspondence across languages. In other cases, we will find out that the same function is expressed by different formal means in different languages. Parallel corpora thus present a valuable linguistic resource for contrastive studies, as they allow us to gain insights into cross-linguistic similarities and differences that could be easily overlooked when working with monolingual corpora. This has been demonstrated in numerous contrastive papers, such as Altenberg (1999), Hasselgård (2007), Zufferey/Cartoni (2012) and Kaczmarska/Rosen (2013), to name just a few. There is also increasing interest in using parallel data in

---

4 In translation studies, these corpora are referred to as translation corpora.

5 Note that communicative-functional equivalence does not necessarily presuppose conceptual equivalence. Whether and to what extent functional equivalence involves conceptual equivalence is to be evaluated by linguists/grammar writers. However, examining functional equivalents in parallel texts is certainly one effective way to identify and reveal the conceptual dimensions underlying different languages.
typological research; see, for instance, van der Auwera et al. (2005), Da Milano (2007) and Wälchli (2007).6

At the same time, the number of bi- and multilingual parallel resources has been growing rapidly, and many of these resources are lemmatized and annotated morphosyntactically. The largest currently available multilingual parallel corpora include the Open Source Parallel Corpus (OPUS, http://opus.lingfil.uu.se) with 90 languages and 40 billion tokens (Tiedemann/Nygård 2004; Tiedemann 2012), the parallel corpus InterCorp (<http://ucnk.ff.cuni.cz/intercorp/>)7 with 40 languages and 1.7 billion tokens (Čermák/Rosen 2012), the Acquis Communautaire (<https://ec.europa.eu/jrc/en/language-technologies/jrc-acquis>) with 22 languages and over 1 billion tokens (Steinberger et al. 2006), and the European Parliament Proceedings Parallel Corpus (Europarl, <http://www.statmt.org/europarl/>) with 21 languages and 593 million tokens (Koehn 2005). Another noteworthy parallel corpus is the Parallel Corpus of Slavic and Other Languages (ParaSol, <http://www-slavist.de>) with 31 languages and 27 million tokens (Waldenfels 2006). Beyond that, there exists a variety of parallel corpora in a small number of languages, such as the Oslo Multilingual Corpus (OMC) with Norwegian, English, German, Dutch, Portuguese and French and the Stockholm MULTilingual Treebank (SMULTRON) with English, German and Swedish, as well as corpora in language pairs, such as the English-French corpus Hansards, the English-German translation corpus CroCo, the Polish and English Language Corpora for Research and Applications PELCRA, the Czech-English Parallel Corpus CzEng, the Slovene-English parallel corpus ISJ-ELAN, and many others.

All of the existing parallel corpora can already serve as a solid data source for contrastive research, but due to missing or sparse linguistic annotation they do not reach their full potential. This holds particularly for multilingual parallel corpora: Only two of them, namely InterCorp and ParaSol, are lemmatized and provide linguistic annotation. However, the linguistic annotation in InterCorp and ParaSol only covers morphosyntactic properties; functional-semantic annotation is not available.8 Moreover, linguistic information available in these corpora is language-

---

6 For a more general discussion on the use of parallel corpora in contrastive linguistics and language typology, see Cysouw/Wälchli (2007), Granger et al. (2003), Granger (2010) and Johansson (1999; 2007).

7 In fact, InterCorp consists of two parts: a manually aligned fiction part and fully automatically processed texts including political commentaries published by Project Syndicate and Presseurop, a package of legal texts of the European Union from the Acquis Communautaire corpus, the proceedings of the European Parliament dated 2007–2011 from the Europarl corpus, as well as movie subtitles from the Open Subtitles database.

8 There are a number of semantically annotated corpora. One such corpus is the TIGER/SALSA corpus, which is based on the syntactically annotated corpus of German newspaper texts TIGER and adds manual annotation of frame semantic roles as given by FrameNet (Erk et al. 2003). Another is
specific and thus not directly comparable across languages. As a result, only language-specific form-based queries can be performed and only research questions of the following kind can be modeled:

- What are the translation equivalents of lemma / word form / phrase W in language L1 in languages L2 ... Ln?
- Can lemma / word form / phrase W1 in language L1 be expressed by lemma / word form / phrase W2 in language L2?
- How can chains of the grammatical categories (or, more precisely category values) C1 ... Cn in language L1 be expressed in language L2?
- How can expressions bearing the grammatical features F1 ... Fn in language L1 be expressed in language L2?

Meaning- or function-related queries of the type below cannot be performed using the parallel corpora currently available.

- How is REFERENCE / QUANTIFICATION / REFLEXIVITY / POSSESSION / EXPERIENCE etc. expressed in languages L1 ... Ln?

However, precisely this kind of research question is substantial for cross-linguistic studies. Obtaining parallel sequences appropriately exemplifying specific functions across different languages from the available corpora using form-based queries is a laborious procedure. Moreover, the extracted data are usually more complex than is needed to illustrate the point at hand. For this reason, they are not suitable for unedited use as examples. With these facts in mind, we suggest building a multilingual database of parallel sequences annotated with semantic-functional information and designed especially for the purposes of data-driven contrastive research, in particular contrastive grammar writing, with a view to language didactic purposes. In doing so, we follow the guidelines for "good grammars" in Rice (2007, 152) with regard to examples:

"[...] Examples are of the utmost importance. There should be a wealth of data which is appropriate and authentic. The data should be carefully chosen to illustrate the point at hand. In addition, the data should be meticulously checked for spelling, and for consistency of spelling, glosses, and manner of glossing throughout the book."

the TüBa-D/Z treebank, which has been manually annotated with senses from the German wordnet GermaNet (Hinrichs/Hinrichs 2013; 2014). However, with a few exceptions, semantically annotated corpora are monolingual.
In the next section, we sketch the conceptual and practical issues facing a resource that seeks to satisfy these criteria.

3 Towards a Multilingual Collection of Parallel Sequences Annotated with Semantic-Functional Information

We suggest to extract the data to be collected in the proposed resource out of the existing parallel corpora using the available corpus query tools. The (potentially randomized) extracted data should then be carefully examined by grammar writers and checked for quality of translation and accuracy of functional equivalence as well as for relevance and applicability as examples in a (bi- or multilingual) contrastive grammar. The appropriate data from this set should then be selected for inclusion in the new database. The selected data should include the largest possible portions of the extracted aligned data. This will facilitate retention of and access to the available contextual information. All of the meta-data information as well as the available linguistic annotation should also be retained in the new resource. Ideally, all extracted data would be linked to the source corpus. In the next step, the parts of the selected aligned data that are appropriate for exemplification purposes should be identified. Those parts should be additionally annotated with semantic-functional information. The new semantic-functional information should be linked to the relevant linguistic information adopted from the source corpora. To illustrate this idea, consider the following hypothetical research question in an English-German-Polish (functionally oriented) contrastive grammar: How is the concept of EMOTION (in the sense of an experiencer's emotions with respect to some content) linguistically realized and used in these three languages? The answer to this question is related to a number of semantic, structural and pragmatic issues, such as possible instantiations of the concept of EMOTION (e.g., love, hate, dislike etc.) or the number and kind of participants (the arity of the relation and semantic roles of the arguments). Furthermore, interrelations across different functional domains and
utterance levels might be considered, including morphosyntactic properties of the arguments and their syntactic realization (linking, syntactic function, omission, demotion etc.), internal temporal properties (Aktionsart, aspect), external temporal location (tense), the speaker's evaluation and judgment (mood), usage in particular register types etc.\(^9\) We approach our research question with a data-driven method by querying an English-German-Polish parallel corpus. In our example, the parallel corpus \textit{InterCorp v8} was searched via the search interface \textit{KonText} using the available query types, including CQL as well as lemma-, phrase- and word-form-based queries. Recall that, due to the available annotation content, only form-based search is possible here. Figure 1 provides an excerpt from the query results obtained for the phrase-based query \textit{in love} and the lemma-based queries \textit{verlieben} and \textit{zakochać} performed in the English, German and Polish subcorpus, respectively.\(^{10}\)
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\caption{Excerpt from the query results for the queries \textit{in love}, \textit{verlieben} and \textit{zakochać} in the English, German and Polish corpus in \textit{InterCorp}.}
\end{figure}


\(^{10}\) We used the queries \textit{in love}, \textit{verlieben} and \textit{zakochać} instead of \textit{fall in love}, \textit{sich verlieben} and \textit{zakochać się} in order to guarantee more flexibility with respect to adjacency and word order.
The (randomized) corpus query results should then be inspected by grammar writers and the most representative of them should be selected for inclusion in the new database (see the selected line in figure 1). Portions of the selected parallel sequences that are directly relevant for answering and illustrating the research question (see the framed parts in the selected line in figure 1) should be reprocessed and enriched with semantic-functional information. The remaining parts of the selected sequences, which provide contextual background (which sometimes turns out to be rich and sometimes rather sparse), are still available, but can be hidden and may be accessed as required by the user.

The selected parallel sequences in figure 1 demonstrate a number of formal similarities and differences in the linguistic realizations of the concept EMOTION in English, German and Polish expressed by the relation FALL-IN-LOVE. For instance, the relation FALL-IN-LOVE is realized in English by a verbal multi-word expression (the light verb construction fall in love), while in German and Polish it is realized by a reflexive prefixed verb (sich verlieben and zakochać się, respectively). In all three languages, this relation is binary and includes the same types of participants: Experiencer and Stimulus. The Stimulus is realized by a prepositional phrase in English, German and Polish; the prepositional object is marked for accusative in German and locative in Polish. Furthermore, we can observe a number of phenomena at other linguistic, textual and functional levels, as well as at their interfaces. More precisely, in contrast to English and German, where the Experiencer is expressed by a first person singular pronoun, it remains syntactically unexpressed in Polish (pro-drop). Instead, in Polish the grammatical properties of the Experiencer (person, number and gender) are encoded morphologically on the predicate. Additionally, the Polish predicate is in the perfective aspect; there is no morphological aspect in English and German. Furthermore, the selected parallel sequences in figure 1 demonstrate different encodings of temporal event location. If we think of tenses as relations between time intervals S (Speech Time), R (Reference Time) and E (Event Time), following Reichenbach 1974), then the following interrelationships arise: E=R→S (past tense) in Polish and E→S=R (present perfect) in English and German. Whereas in Polish, this temporal relation is expressed by the morpheme -t, it is expressed analytically by the auxiliary verbs haben and have together with past participles in German and English.11 Finally, the selected parallel sequences illustrate the usage of linguistic utterances incorporating the relation in question in fiction: The example is taken from (translations of) Stieg Larsson’s novel The Girl with the Dragon Tattoo.

11 Borsley and Rivero (1994) and Borsley (1999) analyze past tense forms in Polish as auxiliary constructions. However, Kupść and Tseng (2005) provide strong evidence against this approach. Here, we will not go into the details of this debate.
The example in figure 1 shows that a lot of features relevant for a contrastive analysis are located at different linguistic levels, such as morphology, syntactic structure and semantic-functional structure, and that individual properties are linked to each other across different levels. Of particular concern is the linkage between the form-related levels (morphology and syntax) and the meaning-related level (functional-semantic level). This kind of linkage is always intra-linguistic, which is due to the fact that all formal grammatical features are language-specific (see the notion of descriptive categories as opposed to comparative concepts discussed in Haspelmath 2007; 2010). On the other hand, there is an inter-linguistic linkage at the semantic-functional level resulting from the functional equivalence established in the process of translation. Figure 2 illustrates schematically the correlations between the form- and meaning-related levels across functionally equivalent expressions in different languages. As the schema indicates, the inclusion of language-specific formal features and cross-linguistic semantic-functional features in the representation of multilingual data as well as the linkage of the corresponding information across the levels and languages make it possible to look at the data both from a semasiological and onomasiological perspective.\(^\text{12}\)

![Fig. 2: Representation of and relationships between form- and function-based levels in multilingual parallel data](image)

Given the complexity and heterogeneity of the information to be encoded in the new resource, data must be annotated at many levels, including sequence alignment, metadata, textual markup, and linguistic annotation. Linguistic annotation should

\(^{12}\) For a discussion of a semasiological- and onomasiological-oriented approach in grammar writing, see Kutscher (this volume).
comprise the following layers, which can be adopted, if available, from the monolingual source corpora: word form, lemma, morphology, part of speech, constituent and dependency structure, and topological structure (for German). This part of the annotation is language-specific. In addition, language-independent, semantic-functional annotation, including predicate-argument structure, must be included.\footnote{The annotation of the lexical meaning of predicates, their arguments and modifiers can, for instance, be based on the frame semantic paradigm (Fillmore 1985) and adopt frames and roles from the FrameNet database (Baker/Fillmore/Lowe 1998; Boas 2005; <https://framenet.icsi.berkeley.edu>). A number of projects have adopted (with modifications) the frames of the English FrameNet in resources for other languages, such as German (SALSA, Burchardt et al. 2006, <http://www.coli.uni-saarland.de/projects/salsa>), Spanish (Subirats/Petruck 2003), Japanese (Ohara et al. 2004, <http://jfn.st.hc.keio.ac.jp/>) or Polish (RAMKI, Derwojedowa et al. 2010, <http://www.ramki.uw.edu.pl/en>).} The semantic-functional annotation layer describes all the meaning components that underlie and motivate the alignment of particular sequences in different languages. Via language-independent semantic-functional information, language-specific form-related information can be accessed and linked across languages. At the language-particular level, the availability of both morphosyntactic and semantic-functional annotation layers makes it possible to map expressions and their meanings in two different directions: from a meaning/function to the formal/structural means by which it is expressed in a language (onomasiological perspective), and from an expression and its form/structure to its meaning/function (semasiological perspective).

Linguistic information in the new resource could be perfectly represented using typed feature structures, which would allow us to structure our data in a linguistically appropriate way and to establish linguistically-motivated identities between different substructures within expressions of a single language and across languages. The descriptive potential of feature structures is indicated by the (partial) description of a linguistic sign associated with the relation FALL-IN-LOVE in figure 3. Moreover, feature structures are a common data structure in many grammar formalisms, such as Lexical Functional Grammar, Head-driven Phrase Structure Grammar and Construction Grammar as well as grammar implementations, including parallel treebanks such as the ParGramBank (Sulger et al. 2013). It is thus possible to adopt solutions for encoding linguistic information from those frameworks and to use available language processing tools.
The data in the resource can be encoded in XML according to the Guidelines for Electronic Text Encoding and Interchange of the Text Encoding Initiative (TEI P5), with some modifications and extensions. For preliminary considerations regarding TEI encoding and the general architecture of the proposed resource, see Bański/Trawiński (2015).

4 Summary

In this paper, we discussed the dual function of linguistic data: as an empirical basis for (contrastive) linguistic generalizations on the one hand and as exemplification of linguistic generalizations on the other hand, and pointed out the assets and drawbacks of authentic and constructed linguistic data. Based on this discussion, we argue in favor of using authentic data not only as empirical evidence but also for exemplification purposes, particularly in bi- and multilingual contrastive grammars. Drawing on the assumption that the act of translation consists in the transfer of meaning from one language to another and that it results in functionally equivalent textual data in different languages, we suggest using authentic parallel data as examples in contrastive studies. At the same time, we point out the limitations of the existing multilingual parallel corpora, which only allow for language-specific form-based searches, and we argue for the need for a multilingual resource which makes cross-lingual contrastive browsing and data
querying possible. We propose to approach this goal via enriching the parallel data - carefully selected from the available corpora (along with existing metadata and available linguistic information) by grammar writers - with semantic-functional information. Adding semantic-functional information to parallel data would linguistically substantiate the alignment of the individual sequences. The analysis of semantic-functionally equivalent parallel sequences in the new resource would allow the investigation and exemplification of similarities and differences in how different languages express similar meaning from both a semasiological and an onomasiological perspective.

An implementation of the described resource idea (referred to as CoMParS, for Collection of Multilingual Parallel Sequences) is currently under conceptual and technical development within the project German Grammar in European Comparison (http://www1.ids-mannheim.de/gra/projekte/gde-v.html) at the Institute for the German Language in Mannheim.
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