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Preface

The papers in this volume constitute a selection from the presentations given
at a conference on New Methods in Historical Corpora held at the University
of Manchester, UK on 29th and 30th April 2011, which was attended by nearly
sixty colleagues from ten countries, with four plenary speakers, twenty-six
session papers and five posters.

The occasion for the conference was given by the completion of the GerManC
corpus project at the University of Manchester. This was a three-year project
starting in September 2008 which was funded jointly by the UK Economic and
Social Research Council (ESRC) and the Arts and Humanities Research Coun-
cil (AHRC) (grant no. RES-062-23-1118) and led by Professor Martin Durrell
and Dr Paul Bennett of the School of Languages, Linguistics and Cultures,
with Dr Silke Scheible and Dr Richard J. Whitt as post-doctoral Research As-
sociates. It followed on from a one-year pilot project funded by the ESRC
from March 2006 to March 2007 (grant no. RES-000-22-1609), with Professor
Martin Durrell as Principal Investigator, Dr Paul Bennett as Co-Investigator,
and Dr Astrid Ensslin as a post-doctoral Research Associate.

The ultimate goal of this project was to compile a representative historical cor-
pus of written German for the years 1650-1800 and develop tools for its analy-
sis.! This is a crucial period in the development of the language, as the modern
standard was formed during it, and competing regional norms were finally
eliminated. A central aim was to provide a basis for comparative studies of the
development of the grammar and vocabulary of English and German and the
way in which they were standardized. The lack of such a corpus for this period
of German to facilitate such comparative studies had become apparent in a

' General accounts of the project are to be found in: Durrell, Martin/Ensslin, Astrid/Bennett, Paul

(2007): The GerManC project. In: Sprache und Datenverarbeitung 31: 71-80 and in: Scheible,
Silke/Whitt, Richard J./Durrell, Martin/Bennett, Paul (2011): Investigating diachronic grammati-
cal variation in Early Modern German. Evidence from the GerManC corpus. In: Konopka, Marek/
Kubczak, Jacqueline/Mair, Christian/Sticha, Frantisek/Wafiner, Ulrich H. (eds.): Grammatik und
Korpora 2009. (= Korpuslinguistik und interdisziplinire Perspektiven auf Sprache 1). Tiibingen:
Narr, 539-549.
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number of doctoral projects in Manchester over the previous few years,” and
the structure and design of the GerManC corpus was specifically intended
to parallel that of similar historical linguistic corpora of English, notably the
ARCHER and Helsinki corpora.’ Following these models, the completed
GerManC corpus contains nearly a million words in total consisting of 2000
word samples from eight genres: drama, newspapers, sermons, personal let-
ters, narrative prose (fiction and biographies), academic, scientific and legal
texts, covering the five principal regions in the German speech-area (North,
West Central, East Central, South-West ands South-East). It is freely available
in a number of versions through the Oxford Text Archive.*

In the course of preparing and completing the project the team became in-
creasingly aware of the immense strides which have been made in compiling
and developing historical corpora in recent years - and also of the importance
of maintaining contact with other allied projects in order to avoid duplication
of effort, ensure the optimal use of scarce resources and keep up with the rapid
advances in technological development. It is in the nature of historical corpora
that they involve methodological problems which can differ substantially from
those presented by the compilation of corpora of living languages, and the
tools used for analyzing a modern language may be quite unsuitable for the
historical stages of the same language. Indeed, it is frequently the case that
cross-linguistic perspectives and comparisons with diachronic projects in oth-
er languages can be the most beneficial.

The conference in Manchester was thus organized with this in mind, in order
to provide a setting where colleagues working on historical corpus projects
involving a number of languages could come together, exchange ideas and ex-
periences and establish potentially productive contacts in a relatively small fo-
rum in a way not always possible at larger corpus-oriented gatherings, where
historical projects can easily be submerged. In this respect it appears to have

2 In particular those subsequently published as: Storjohann, Petra (2003): A Diachronic Constras-

tive Lexical Field Analysis of Verbs of Human Locomotion in German and English. Frankfurt et
al.: Peter Lang, and Auer, Anita (2009): The Subjunctive in the Age of Prescriptivism. English and
German Developments during the Eighteenth Century. Basingstoke: Palgrave Macmillan.

Cf. http://www.llc. manchester.ac.uk/research/projects/archer/ (last accessed 30 June 2012) for infor-
mation on the latest development of the ARCHER corpus initiated by Douglas Biber and Edward
Finegan, and: Kyt6, Merja (1996): Manual to the Diachronic Part of the Helsinki Corpus of English
Texts: Coding Conventions and Lists of Source Texts. Helsinki: University of Helsinki, available at
http: //icame.uib.no/hc/ (last accessed 30 June 2012).

4 URL: http://www.ota.ox.ac.uk/desc/2544 (last accessed 30 June 2012).


http://www.llc.manchester.ac.uk/research/prqjects/archer/
http://icame.uib.nq/hc/
http://www.ota.qx.ac.uk/desc/2544
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been a successful initiative; the work presented in the present volume testifies
to the range, vitality and quality of current research in the field and the way in
which quite new methodological advances have been achieved in a relatively
short period of time.

Like all historical study, the investigation of the history of a language depends
on the inevitably fragmentary sources which have come down to us. An elec-
tronic historical linguistic corpus thus promises the possibility of at least alle-
viating this notorious problem of ‘bad data’®> However, it cannot overcome it,
and the crucial questions thus arise - among others - of the optimal architec-
ture for such a corpus, the problem of how representative even a large corpus
can be of actual language use at a particular time, and how a historical corpus
can best be annotated and provided with tools to maximize its usefulness as a
resource for future researchers. In practice, the papers in this volume all at-
tempt to address these central issues, either directly or by illustrating how cor-
pora can be exploited to investigate specific questions in the development of a
particular language, and this is reflected in the three major sections into which
the papers are divided.

The first section consists of three of the longer papers which were given as
plenaries and deal with fundamental issues of corpus structure, analysis or an-
notation. David Denison (“Grammatical mark-up: Some more demarcation
disputes”) discusses how problems can arise because of the inflexibility of
some standard tagsets, which cannot cope with ambiguous or underdeter-
mined forms - in effect, as he puts it, “what you see is what your theory can
handle” - and this can be particularly difficult in a historical corpus, where the
function of a particular form may be in flux. Terttu Nevalainen (“English his-
torical corpora in transition: from new tools to legacy corpora?”) looks back
over the twenty years since the first Helsinki corpus of English and, with exam-
ples, discusses the respective merits and uses of small-scale corpora and more
recent “mega-corpora” and the trade-off between corpus annotation and cor-
pus size. Klaus-Peter Wegera (“Language data exploitation: design and analy-
sis of historical language corpora”) discusses, with specific reference to the
Bonn corpus of Early New High German, the fundamental distinction be-
tween a “corpus” and a “text archive”, and outlines the fundamental impor-
tance of a systematically structured representative corpus for the investigation
of the historical development of a language.

> Cf. Labov, William (1994): Principles of Linguistic Change. Internal Factors. Oxford: Blackwell,
p-11.
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Section two, Analysis, projects, and results, contains ten papers which princi-
pally describe ongoing or proposed corpus projects and discuss empirical
findings from them in a theoretical context. Although many also raise the
technical issues which are central to the papers in section three, this is not their
major focus. They can be introduced here thematically, in terms of the issues
they raise. It can be seen, first of all, that they provide a clear illustration of the
distinction between historical corpora which have been compiled to investi-
gate specific research questions and those which are more general. The paper
by Anita Auer and Tony Fairman (“Letters of artisans and the labouring poor
(England, c. 1750-1835)”) is a prime example of the first of these, as an account
of a corpus of writing by a group which has hitherto been neglected in ac-
counts of the historical development of English, as well as the problems in-
volved in developing adequate tools for searching a corpus which exhibits con-
siderable linguistic variation. The paper by Britta Juska-Bacher and Cerstin
Mahlow (“Phraseological change - a book with seven seals? Tracing the dia-
chronic development of German proverbs and idioms by a combination of
corpus and dictionary analyses”) outlines a project which aims to investigate
changes in the structure of set phrases and idioms in German combining a
study of available corpora with data gleaned from dictionaries. A characteristic
of the earlier stages of western European languages is the competition between
Latin and the vernaculars, and Olga Timofeeva (“Anglo-Latin and Old Eng-
lish. A case for integrated bilingual corpus studies of Anglo-Saxon registers”)
outlines the desirability of compiling a corpus of Latin from Old English
sources in order to gain a more rounded picture of the extent of linguistic
contact phenomena in pre-conquest English. Finally, Stefania Degaetano-
Ortlieb et al., (“SciTex: a diachronic corpus for analyzing the development of
scientific registers”) present a genre-specific English corpus covering writing
in a range of scientific fields from computer science to micro-electronics
from the 1970’ to 2000 which is analyzed using a Hallidayan theoretical
framework.

A further group in this section consists of studies based on larger corpora. Bi-
ble translations have long been exploited for diachronic linguistic studies, and
Andrés Enrique Arias (“On the usefulness of using parallel texts in diachronic
investigations. Insights from a parallel corpus of Spanish medieval Bible trans-
lations”) shows how valuable insights can be obtained by incorporating a set of
Bible translations from different periods of Castillian Spanish in an electronic
corpus. A possibility for corpus-based diachronic study of English is now giv-
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en by the fact that synchronic corpora are now available for discrete periods in
the twentieth century, and Melanie Rothlisberger and Gerold Schneider
(“Of-genitive versus s-genitive. A corpus-based analysis of possessive con-
structions in 20th century American English”) use the various stages of the
Brown corpus to trace the variation over time of the alternative means of ex-
pressing possessives in written American English.

A significant and welcome development in recent years has been the compila-
tion of corpora of less widely spoken languages or regional varieties. Tomaz
Erjavec and Alenka Jelovsek (“A corpus-based diachronic analysis of Slovene
clitics”) describe the annotated historical corpus of Slovene and how it can be
searched to analyze the development of Slovene clitics. The linguistic situation
in the Grand Duchy of Luxembourg is notoriously complex, and Peter Gilles
and Evelyn Ziegler (“The Historical Luxembourgish Bilingual Database of
Public Notices”) show how a parallel corpus of public notices can throw light
on the historical development of this situation, provide a resource for studies
in contrastive and contact linguistics, and demonstrate the value of parallel
corpora. Using the methodology of “lexical bundles” developed by Douglas
Biber, Joanna Kopaczyck (“Formulaicity in Scots historical corpora and the
lexical bundles method”) investigates formulaic patterns in legal and adminis-
trative texts in Scots on the basis of a collection of legal documents from me-
dieval and early modern Scotland, compiled from three available electronic
corpora. Finally, Javier Ruano-Garcia et al. (“Past tense BE forms in Late
Modern Lancashire English. A preliminary corpus-based approach”) intro-
duce the dia-chronic corpus of dialectal English currently being compiled in
Salamanca and examine the variation between was and were in Lancashire
English in the eighteenth and nineteenth centuries.

The third section, Historical linguistic corpora: Architecture, annotation and
tools, consists of six papers which are principally concerned with technical as-
pects of corpus compilation and analysis. Although some of them also discuss
empirical linguistic findings, this is not their major focus in the way it is for the
papers in section two. Three of the papers deal with projects involving earlier
stages of German. Mathilde Hennig (“The Kassel Corpus of Clause Linking”)
presents a German diachronic corpus project which includes texts exemplify-
ing “immediacy” and “distance” from the seventeenth and nineteenth centu-
ries and shows how these could be annotated to identify correlations between
single grammatical features and types of clause linking. Bryan Jurish et al.
(“Constructing a canonicalized corpus of historical German by text align-
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ment”) address one of the major problems encountered in annotating histori-
cal corpora, i.e. that of adequately lemmatizing a corpus of historical texts with
hugely variable spellings, which they are able to achieve automatically by align-
ing the historical texts with current editions of the same texts. Sonja Linde and
Roland Mittmann, (“Old German reference corpus: Digitizing the knowledge
of the 19th century. Automated pre-annotation using digitized historical glos-
saries”) outline how digitizing nineteenth century glossaries of older German
texts can be exploited in order to expedite annotation in terms of morpho-
syntactic features.

Two further papers in this section deal with Latin, which, interestingly, was the
first historical language for which an electronic corpus was compiled. Barbara
McGillivray and Adam Kilgarriff (“Tools for historical corpus research, and
a corpus of Latin”) give an account of the LatinISE corpus with some thirteen
million tokens. They explain how it has been automatically lemmatized and
tagged, and how the Sketch Engine search tool, into which it has been up-
loaded, has been adapted to to meet the needs of historical corpus research.
Alexander Mehler et al. (“Inducing linguistic networks from historical cor-
pora. Towards a new method in historical semantics”) take the nineteenth cen-
tury collection Patrologia Latina, a corpus of Late Latin texts and show how a
systematic study of the networks of association with a particular word (in this
case virtus ‘virtue’) using sophisticated mathematical models can throw light
on its diachronic semantic development. Finally, Achim Stein and Sophie
Prévost, (“Syntactic annotation of medieval texts. The Syntactic Reference Cor-
pus of Medieval French (SRCMF)”), demonstrate how a syntactic corpus, an-
notated according to the principles of dependency grammar, has been com-
piled from two earlier text corpora of Old French.

These papers clearly illustrate the rapidity of the progress which has been
achieved in respect of the compilation and annotation of historical corpora
since the earliest days of simple digitization of complete texts, and it is indica-
tive that many of them explicitly state that they involve work in progress. In
this way, the present volume, like the conference on which it was based, not
only constitutes a snapshot of current development, but also points the way
forward to future advances.

It remains for the editors to acknowledge with gratitude the help and assist-
ance provided by all those involved in the organization of the conference and
the production of the volume. First and foremost, naturally, there are the Eco-
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nomic and Social Research Council (ESRC) and the Arts and Humanities Re-
search Council (AHRC) who provided the core funding for the conference
within the framework of the GerManC project, as well as the School of Lan-
guages, Linguistics and Cultures at the University of Manchester for providing
a beneficial and productive research environment. We must also thank all the
individual authors for meeting unrealistically tight submission deadlines, as
well as those colleagues in Europe, North America and Asia who refereed the
contributions and made so many helpful suggestions (but who must naturally
remain anonymous). We must also give particular thanks to Professor Ludwig
M. Eichinger, of the Institut fiir Deutsche Sprache (IDS) in Mannheim, the gen-
eral editors of the CLIP series, in particular Dr Marc Kupietz, and the team in
the publication office at the IDS for their support in the production of this
volume.

Paul Bennett Manchester, June 2013
Martin Durrell

Silke Scheible

Richard J. Whitt
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DAVID DENISON

Grammatical mark-up:
Some more demarcation disputes'

Abstract

A selective tour of annotation in historical corpora begins with extra-linguistic mark-
up: how far can it alert the corpus user to usage which is atypical of the variety being
sampled? Several syntactic fossils are discussed, and a playful use of foreign and pseu-
do-foreign words. Are they a kind of code-switching? In the former case the answer
No is given, in the latter a partial Yes.

As for grammatical mark-up, with few exceptions a given scheme must privilege one
particular analysis for each word, sentence or other unit of analysis. Special tags are
available in the CLAWS and Penn Treebank tagsets for cases which remain ambiguous
but which are in principle decidable. Grammatical mark-up remains essentially a mat-
ter of synchronic analysis, and the guiding principle is to be as specific as possible;
tagsets routinely deploy a much finer set of distinctions than traditional word classes.
Historical corpora like the Penn family aim also for consistency of analysis. [ argue that
both principles can be problematic.

Consider first the push towards a unique POS tag for every word. [ propose that cer-
tain kinds of word are vague as to their word class not because of a failure of analysis
but because they are genuinely underdetermined. Vagueness is not ambiguity, so am-
biguity tags would be inappropriate - at least with their currently intended values.
Secondly, the desideratum of consistency does not allow for patterns which arguably
have dual analyses synchronically, nor for items which are in transition or which have
changed over the time-span of a historical corpus. Among the data discussed are the
POS-tagging and parsing of adjectives derived from passive participles (interested,
amused), multi-word prepositions (on behalf of), phrasal and prepositional verbs (run
over), proper-to-common-noun conversions and noun-to-adjective transitions
(BandAid), countable-to-mass conversions (He looked at me across a vast expanse of
table) and the converse (two coffees). A brief conclusion argues that while some of the
problems considered are statistically unimportant, others demand greater flexibility of
mark-up.

! Tam grateful to Hans Martin Lehmann, Gerold Schneider and Nick Smith for help in the prepara-

tion of the oral version of this paper, and to Marianne Hundt for commenting on a written draft as
well. The usual disclaimers apply.
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1. Introduction

In a previous paper (Denison 2007) I offered five detailed case studies of mor-
phosyntactic tagging in English corpora. The focus there was on areas of Eng-
lish lexis and grammar which posed problems for tagging because items fell
near category boundaries. Here I will briefly take up similar issues with differ-
ent data and corpora, and extend the discussion to metadata or extra-linguistic
annotation. I look at kinds of variation which are not generally well served by
corpus mark-up, and ask how - or whether - the annotation could be made
more helpful. Most of the problems identified are consequences of language
change, but even corpora specifically designed for diachronic research are not
immune.

2.  One variety at a time?

Texts in corpora are generally labelled by date, genre, and so on, and informa-
tion may be given on dialect, speaker, etc. Nevertheless, this hides much vari-
ation within a text. For example, speakers may tell jokes in an accent other
than their own, novelists may attempt to recreate a period, sometimes earlier
(or later!) than the present, and so on. The extra-linguistic mark-up cannot
follow all such twists and turns. Most will admittedly be of minor importance
for studies looking for statistical effects across a large corpus, but non-native
analysts may be misled in the discussion of individual examples.

21 Date

Language changes over time, but not homogeneously. Corpus texts, just like
everyday speech, can be littered with novel usages which go beyond the norms
of their time, and equally they may harbour usages which are - strictly speak-
ing - no longer current. Two related concerns, then, are the effect on our un-
derstanding of linguistic history, and how far linguistic mark-up can or even
should reflect such chronological layering. Consider this simple sentence from
the British National Corpus (BNC):

(I)  How goes it, Bruce? (AB9 7)

This apparent example of V2 syntax appears in a text dated “1985-93” in the
BNC. 1t is clearly a fossil - a self-conscious archaism or perhaps foreignism,
now established as a kind of salutation. The usage may well be supported by
another How V ... inversion type:
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(2)  How come youre homeless anyway? (AOF 1551)

Nevertheless the V2 pattern for interrogatives is one which has generally dis-
appeared for most lexical verbs since the seventeenth century, and both (1) and
(2) are idioms which are too idiosyncratic to tell us much about the productive
syntax of Present Day English (PDE).

Fossil syntax is surprisingly common. An apparent example of the so-called
sentence brace is seen in:

(3) A chemical does not a product make (PV 564)

Example (3) is a creative variation on a fossil, a familiar proverb, (4), in turn a
fairly common variant of the more normal (5) (ignoring spelling variations),
which was translated from Aristotle into English by the 16th century; see here
Speake (ed.) (2003):

(4)  One swallow does not a summer make.
(5)  One swallow doth not make/does not make/maketh not (a) summer.

Starting, then, from some form of the proverb like (5), the variant (4) is prob-
ably a misquoted poetic archaism? of long standing, and example (3) is what is
now styled a “snowclone” (Pullum 2004) - that is, an adaptation of a voguish
phrase (whether archaic or not) by the substitution of different lexical items in
a fixed template. It is far from obvious how to mark snowclones linguistically
in a corpus, as it is the template that is in effect a prefab rather than any one idi-
omatic string.

The point here is that (3) is somewhat inconvenient. The sentence brace was
current in prose until the early Middle English period, still fairly common in
later Middle English but in steep decline in prose by the 16th century (van der
Wurff/Foster 1997). Corpus users surely expect to find a clear marking of date
for the examples in a corpus, but the existence of such diachronic layers within
a synchronic grammar adds an undesirable complication which is not easily
conveyed in metadata.

EEBO records “Yet the old prouerbe long agoe thus spake, | One swallow yet did neuer summer
make” from William Painter, Chaucer newly painted (1623), while LION has “One swallow (they
say) no Sommer doth make. | Some swallow (I say) till great heat they take” from John Davies, The
scourge of folly (1611).
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2.2 Code-switching

Switching from the base language into a foreign language is routinely marked
in many corpora, for example the Helsinki Corpus of English Texts:

[a word or phrase] in languages other than English was annotated by surround-
ing it with the code (\...\) in the original version. In the TEI XML Edition, this
code is replaced by the foreign element. (Marttila 2011: section 3.2.4)

This is obviously helpful. If at some point the language stops being English,
users need to know - whether in order to discount the foreign word(s) or to
study the process of code-switching. However, it is not always straightforward
to add such annotation. This example comes from a small corpus I directed:

(6)  Ithinkif I can work that incident up a little it will form a very fitting
dénoument to my unhappy “Mme de V” wh: <foreign>(en pas-
sant)</foreign> I may mention is likely to be fair copied about the
A.D. 1900. This must stand, <foreign>mon cher</foreign>, for the
Sunday edition & entreats an answer. (1890 Ernest Dowson, from
Corpus of IModE Prose [1994], mark-up altered to XML type)

Dowson playtully Frenchifies his English, and as corpus compilers we had to
decide which of his lexical choices, and indeed which of his sometimes fanciful
spellings, to code as “foreign”. How much mark-up is appropriate?

Arguably some fossils and the kinds of creative usage to be discussed in Sec-
tion 5 below could be marked as code-switching too. Could switching out of
1980s English into what is apparently a different English be seen as the same in
principle as switching into a foreign language? Probably not: unlike normal
code-switching, comprehensibility for the wider speech community is main-
tained, not just for the immediate interlocutor. Anyway, given that language is
always a mixture of rule-governed productivity, prefabs and creative exten-
sions of rules, it is a reasonable abstraction to say that overall a corpus text “is”
(an example of) the language of a certain date, genre, dialect - that is, that it
can be taken to represent the range of possibilities of what is essentially one
variety. (We should note too that the advent of World Englishes makes it even
more impractical to treat creativity as code-switching.)
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3. Underspecification
3.1 Vagueness vs. ambiguity

Grammatical tagging aims to assign word classes precisely; in fact tagsets rou-
tinely label forms even more specifically than the usual parts of speech. CLAWS
C5 has 57 basic tags, for example, and C8 rather more. Ambiguity is the situa-
tion when the hearer/reader cannot be sure which of two or more readings was
intended by the speaker/writer but does know that it must have been one or
other, and the distinction affects the interpretation of the sentence. Now tag-
gers are like reader/hearers in that they too have to figure out the correct inter-
pretation and analysis of a sentence, and sometimes they cannot be sure. Some
tagsets allow for this eventuality. The BNC has 30 ambiguity tags (28 listed),
including AJO-NN1 and NN1-AJO0 (adjective or noun), AJ0-AV0 and AV0-AJO
(adjective or adverb), but these are intended as stopgaps, for use “when the
probabilities assigned by the CLAWS automatic tagger to its first and second
choice tags were considered too low for reliable disambiguation” (Leech/Smith
2000). The detailed discussion of disambiguation suggests that in principle,
manual post-editing could replace an ambiguity tag with the correct single tag.
Apparently similar in concept are the multiple tags in the Penn Treebank
tagset (Marcus/Santorini/Marcinkiewicz 1993: 316).

In Denison (in prep.) [ am proposing that some words and longer grammati-
cal strings do not have a unique word class, not because of a failure of analysis
but because they are genuinely underdetermined: they are syntactically vague.
Examples include certain occurrences of

(7) diverse, various, certain, several (A ~D)

(8) (look) sad, (look) sadly, .. (Adv ~ A)

(9) near, worth, like, ... (A~P)
(10) fun, key, draft, genius, ... (N~ A)

In the appropriate contexts the word class of the above items is underdeter-
mined between the two classes indicated in the brackets, so the analysis of the
containing sentence is also vague. Whereas the producer of an ambiguous
sentence must have intended one or other of the possible readings, a vague
sentence is syntactically underdetermined for both producer and recipient.
Vagueness and ambiguity are quite distinct.
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It looks at first as if the Penn Treebank does recognize vagueness:

We do not distinguish between verbal and adjectival uses of present and past
participles, tagging both uses as VAG and VAN, respectively. (Santorini 2010)

But the fuller quotation implies that this is more likely to be avoidance of am-
biguity resolution than a claim that two analyses are indistinguishable in
principle:

We have tried to plan our system so that at each stage of the annotation, infor-
mation is added in a monotonic way. In particular, we want any future revisions
of the bracketed structures always to add information, never to change it. This
goal requires us to avoid subjective judgments since they are extremely error-
prone. So, for example, we do not distinguish adjectival from verbal passive
participles, nor do we attempt to implement the argument-adjunct distinction.

Here are two analyses from the Penn Parsed Corpus of Modern British English
(PPCMBE) with, respectively, a verbal and an adjectival use of pleasing, both
marked with the POS tag “VAG™:

(11) and devoted herself to pleasing and entertaining him
(YONGE-1865, 180.535)
[,p [, tO] [IP'P‘PL [yac lyac Pleasing] [CON] and] [, entertaining]]

[NPVOBZ PRO lm] ] ]]

(12) with the most pleasing astonishment (GIBBON-1776,1,357.31)
[, [, with] [, [, the] [AD]P [QS most] [, . pleasing]] [ astonishment]]]

The distinction is made in parsing at the phrasal level - IP-PPL vs. ADJP -
rather than by tagging at the word level.

3.2 Vagueness of word class

I now turn to an example of word class vagueness. In the BNC, dinosaur(s) is
always tagged as a common noun, either NN1 (sg) or NN2 (pl) (except for the
post-punk band Dinosaur Jr, which is correctly marked as NP0, a proper noun,
when it appears!). The nominal tag NN1 seems perfectly reasonable even for
an example like (13):

(13)  Are they secretly debunking today’s short-sighted rave fashions by
reviving the dinosaur antics of Tangerine Dream and Focus? (BNC
CK5 1043)
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The syntactic slot occupied by dinosaur in (13), premodifier of a noun, is one
which can be filled by a noun.

What then would the CLAWS tagger have made of the following example, had
it occurred in the BNC?

(14) Richard represents views that myself and those who work in the
business of football find totally dinosaur. (2011 Karren Brady,
London Evening Standard)

Here we see a recent, perhaps nonce development of clear Adjective syntax for
dinosaur. I argue that N > A changes of this kind come about through stepwise
changes, not abrupt, involving “bridge examples” which are systematically
vague in category and cannot be definitively assigned either to N or to A
(Denison 2001, 2008, in prep.). The word dinosaur in the incipient new sense
‘embarrassingly outdated’ is a suitable candidate. Example (14) is not a bridge
example: the N > A trajectory has reached a clear endpoint. If the wholly
adjectival use of (14) spreads to more speakers, they would no longer have
clear grounds for deciding whether dinosaur as premodifier in the BNC exam-
ple, (13), was Adjective or Noun. When using attributive dinosaur ‘embarrass-
ingly outdated; such speaker/writers and their hearer/readers would not need
to decide between the N and A classifications, as nothing at all hinges on the
distinction. In short, the existing pattern (13) would become morphosyntacti-
cally vague, at least for speakers who have both N and A entries for dinosaur
in their lexicon.

There are two important points being made here. One is that corpus mark-up
does not recognize word class vagueness even in principle - and maybe it
should. The other is that there may be unique analyses, previously uncontro-
versial, which ought to be revisited and retrospectively reclassified as vague
when a new possibility enters the grammar.

4.  Alternative analyses

Corpora with grammatical mark-up do not generally offer alternative analyses
of the same sentence within a given annotation scheme.? The aim in principle
is to find “the” correct analysis. Unique analyses may not always capture the
whole truth about the syntax of a sentence, however. I discuss two such pat-

*  There is also a quite different (and irrelevant) situation, namely where a whole corpus has been

processed more than once by different tagging programs. The ANC is supplied with three different
stand-off tag schemes, while members of the English Department in Zurich can view certain cor-
pora with a choice of tagsets and parses.
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terns and only briefly raise the question of whether alternative structural
analyses can involve vagueness rather than ambiguity.

4.1  Prepositional verbs
Here once more are two examples from the PPCMBE:
(15) I sent for one of these doctors (Reade 1863)
(16) But no Doctor was sent for till Monday (Nightingale 189x)

This time the tagging is not controversial, but the parsing is open to question.
Most syntactic tests suggest that P is a constituent of PP. The PPCMBE stays
with the PP analysis:

(17)
? S
[prsm I] [, sent] [, for [, one of these doctors]]
(18)
[NP,SB],1 no Doctor | [, was] [, sent] [, [, for] [, *-1]]

The tags and parses shown are those of the PPCMBE, with partial trees added
to draw attention to the constituency of the preposition for. The 2nd edition of
the International Corpus of English, Great Britain (ICE-GB2) analyses preposi-
tional verbs in a similar way.

That is not the only possible analysis. The lexical unity of the V + P pair and
the existence of a passive lead some scholars to suggest reanalysis (for example
Mitchell 1958; Vestergaard 1977; Denison 1985; Quirk et al. 1985):

(19)
S /&\‘

[prsm I] [,ngpyp Sent for] [, one of these doctors]]

As far as I know, such an analysis (or reanalysis) of prepositional verbs has not
been used in corpus parsing schemes.
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4.2 Complex prepositions

In the PPCMBE the phrase on behalf of his country (1888 Trollope) is parsed as
follows:

(20)

[,p [, on] [, [ behalf] [, [, of] [, his country]]]]

That is, the preposition on is head of a PP, with an NP headed by behalf as
complement. In contrast ICE-GB2 treats on behalf of as a complex preposition
with the three words on, behalf and of “ditto-tagged” (because they function
grammatically as a single unit):

) /\

on behalf of] [, the people of Britain]]

[PP [PREP

This is a familiar dilemma, discussed by many scholars (especially Hoffmann
2005). Quirk et al. claim that eight out of nine indicators support a complex
preposition analysis (1985: 670-673). Hardliners, on the other hand, find no
syntactic grounds for recognizing such strings as complex prepositions (e.g.
Huddleston/Pullum et al. 2002; Aarts 2007). Perhaps this is another context
where a certain principle can usefully be appealed to (Denison 2010: 122):

(22) WYSIWYTCH
What You See Is What Your Theory Can Handle

Now the on behalf construction has a variant with a possessive before behalf.
Even ICE-GB2 treats behalf as a noun in that case, with no ditto-tagging:

(23) engaged on our behalf in military action (S2B-030 099)

//f\/\

[pp [, on] [, [pon Ourl [ behalf]]]

Here there is no choice of analysis and no complex preposition.



26 DAVID DENISON

Returning to the PPCMBE, we find that its creators insist on consistency as a
guiding principle:

Although our treatment of fused forms generally reflects their phrasal origin,
certain such items must be treated as unitary because of their syntactic distri-
bution. For instance, UNDERHAND must be treated as an adjective because it
can appear as a prenominal modifier. [...] Once an item is treated as unitary in
one context, it is treated that way consistently. (Santorini 2010)

In their corpus behalf is always treated as a noun.

Table 1 lists the relevant occurrences of behalf:

Pattern N
in behalf of X 6
in the behalf of X 2
in X's behalf 6
in that behalf 16
on behalf of X 11
on the behalf of X 1
on X's (own) behalf 6
Total 48

Table 1: behalf in the PPCMBE

Now as it happens, the 11 occurrences of the string on behalf of constitute less
than a quarter of the 48 occurrences in the corpus. Whatever the motivation,
Table 1 suggests that it may have been a good decision not to give on behalf of
a multi-word analysis in this corpus but always to analyse behalf as a separate
lexical item: not only is there a choice between of-X and X%, there is no single
fixed form for the of pattern.

In the BNC, there is even a rare plural (behalfs x2, behalves x3) as against 4014
singular behalf. However, the string on behalf of occurs 2708 times in the BNC
and vastly outnumbers on the behalf of, in behalf of, etc. The pattern on X be-
half (including on my/our/his behalf) occurs over 1100 times. Does this too
argue against the complex preposition analysis? After all, we could simply be
observing the usual choice between poss-s and poss-of constructions (as in the
book’s cover vs. the cover of the book), which would be the null hypothesis here.
However, as I have argued elsewhere (Denison 2010: 118-22), the variation
between poss-s and poss-of in the case of the on behalf string is not free varia-
tion, because common nouns prefer of X, while the examples with X’ nearly all
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involve possessive determiners and proper nouns. The incipient complemen-
tary distribution is confirmed in the spoken part of the BNC and in the Dia-
chronic Corpus of Present-Day Spoken English (DCPSE). The two alternative
patterns (on behalf of X and on X's behalf) are increasingly dissociated from
each other, and there is indeed increasing lexicalization of the fixed string on

behalf of.

What kind of mark-up should be used? The BNC is in my opinion particularly
good here. Every occurrence of the string on behalf of is tagged in two different
ways at different levels of XML mark-up:*

(24) a. behalf] [ of]

On] [NNI PRF

[PRP

b. on behalf of ]

[PRP

That is, in (24)a we find three words tagged individually as PRP (preposition)
+ NNI1 (singular common noun) + PRF (preposition of), whereas in (24)b the
whole string is treated as a “multiword” (Leech/Smith 2000) and tagged as a
preposition.

The Corpus of Historical American English (COHA) runs from 1800 or so to
the present. It uses the same CLAWS tagger as the BNC but without the same
post-processing, and the tagging of on behalf of that is displayed online is the
multiword type of (24)b. The PPCMBE does not cover much of the twentieth
century, stopping at 1914. As we have seen, it effectively tags on behalf of analo-
gously to (24)a. In my view, a diachronic corpus covering IModE to the present
day or the near future should not be required to apply the same tagging/parse
to on behalf of throughout the period, contra Santorini’s principle of consist-
ency quoted above (2010), since the evidence in favour of a multiword analysis
has been increasing over time.

Some underdetermined (vague) syntactic patterns - typically the locus of
change - merely involve underdetermination of word class (and therefore also
of phrasal projection). In other cases, however, I argue for dual analyses (cf.
dual inheritance in a Construction Grammar framework). This cannot easily
be accommodated in mark-up. The two synchronic situations correspond to
diachronic changes that do not and do involve structural change, respectively.

' Tam grateful to Sebastian Hoffmann for clarification of this point (p.c. 1 May 2012).
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5. Language change

One crude dichotomy in diachrony is between abrupt and gradual change. On
the whole, grammatical mark-up copes better with abrupt change.

5.1 Abrupt change: count nouns and mass nouns

Here we have a different problem: a kind of rapid linguistic change involving
an important morphosyntactic distinction which is rarely traceable via lin-
guistic mark-up. A count noun can be singular or plural and when singular
cannot normally form a grammatical NP without a determiner. A mass (non-
count) noun has no plural and can form an NP without an overt determiner.
The syntax and semantics are significantly different. However, as is well known,
there is productive conversion of certain mass nouns to count:

(25) Bring me two coffees. (BNC A73 2535)

The converse is also found. Here are some BNC examples of count nouns with
mass noun syntax, following the hints in Matthews (1979: 29-31):

(26) It was real mood-swing. (C86 479)

(27) who did not give the impression of a mind of exceptional ability -
there was not enough knife in the mind (A68 1139)

(28) He knew his son was all mouth and trousers (FBG 265)

(29) ‘“It’s slit up each side, she said showing an expanse of thigh. (ACK
604)

Given the possibility of nouns switching allegiance between count and mass
subcategories, and given that many NP contexts do not serve to distinguish
them at all, it is not surprising that corpus annotation schemes generally do
not attempt to mark countability on nouns. Here is what is said about the BNC
tagset:

We make no special distinction between common nouns that can be mass (or

“non-count”) nouns (eg water, cheese), and other common nouns. All are
tagged NN1 when singular and NN2 when plural. (Leech/Smith 2000: §2)
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(Nouns are marked NNO if they are morphologically invariant for number, as
with sheep.) Other tagsets are similar. The CLAWS tagger used for the BNC
subcategorizes nouns by verb concord, or the potential for it, which is easier to
operationalize than a distinction based on NP syntax.

The change proper noun > common noun is an abrupt change, a kind of con-
version. The BNC tags Xerox (Corporation) as NPO = proper noun, xerox as
NNI1 = singular common noun. With Band-aid, band-aid ‘wound dressing’ it
generally uses NN1, even though it is a proprietary name dating back to 1924.
This is the familiar process whereby certain brand-names get turned into com-
mon nouns. For Band-Aid or BandAid referring to charity fundraising con-
certs, it sometimes uses NP0, which is a curious chronological reversal.

5.2 Gradual change

Gradual change is often represented as

(30) X
X and Y time
Y
The two co-existent states X and Y are generally thought of as different forms,
but they may equally be underlying analyses, identical in surface form. Mark-
up is often less sensitive to gradual change of this type (cf. complex preposi-
tions, N > A, etc.), until the earlier pattern X has almost disappeared.

We have already looked at the development of a common noun usage for band-
aid. A further development gives the word an adjective use. Examples (31) are
internet data from WebCorp dated 2005-2009:

(31) a. Keeping the heater core for “cooling” is a very bandaid
approach to [...]

b. it’s a very bandaid solution to a big problem.
C. OMG..that is so bandaid!

Unlike the nonce example of adjectival dinosaur in (14), bandaid is more firm-
ly established in full adjectival use, as illustrated in (31)a and b, at least. Mostly
it is a noun, but in some examples it can only be an adjective. As suggested
earlier, the simultaneous existence of two different word class analyses for such
a word has consequences for the “bridge examples” where the two word classes
are neutralized. They become systematically vague in category and should not
be definitively assigned either to N or A.
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How do corpora of present-day English and reference works deal with such
matters? OED recognizes Band-Aid as an adjective (though in fact all its exam-
ples are premodifiers that are vague between an N and an A analysis). The
BNC calls it a noun:

(32) the sort of band-aid solution (HHX 3069)
[\, band-aid] [, solution]

So does COCA and the other Brigham Young University corpora, which use a
crude form of the tagging applied to the BNC - though Bandaid is only tagged
as an Adjective in instances where in fact it has been converted to a verbal
participle!

(33) a. All we're doing is Band-Aiding ourselves
(1986 Time Magazine)

b. I have band-aided it up (COCA 2006 Iowa Review)

We encounter similar problems with phrasal verbs. Most tagsets have a special
tag for the particle of a phrasal verb, e.g. “RP” in the PPCMBE, “AVP” in the
BNC:

(34) and the Gib was run up (PPCMBE holmes-trial-1749) [gib = jib (sail)]
[NPVSB] [D the] [N Glb]] [BED Was] [VAN run] [RP up]

As Santorini explains, the VP is flat: “The trees in the corpora are simply un-
derspecified” (2010). Now tagging always distinguishes phrasal verbs from
prepositional verbs, and parsing at least distinguishes absence/presence of PP.
However, diachronically they are not always distinct. Compare the treatment
in the PPCMBE of passive run through and run over:

(35) and all things being run through which I think necessary to be
premised (PPCEME boethpr-e3-p2)

[, all] things] [}, - being][,,  run] [, [, through] [, *-2]]

[NPVSBIVZ BAG VAN

(36) hedbeen nearly run over by a hackney coach (PPCMBE dickens-1837)
he]] [..... d] [.... been][ nearly]] [, run] [, over]

[NPVSB] [PRO HVD BEN ADVP [ADV VAN

This is perhaps modern intuition: rin through (prepositional) vs. run éver
(phrasal). ARCHER (tagged by Nick Smith with CLAWS and the Temnplate Tag-
ger) and DCPSE treat passive run over in essentially the same way, although
their tagsets are different:
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(37) Mr. Kenyon Parker, Q.C. [...] was run over by a Hansom cab
yesterday afternoon in Chancery-lane, and seriously injured.
(ARCHER 1866pal2.n6b)

was] [, run] [, over] by a Hansom cab

[VABDZ VVN

(38) each of them looks as if they’ve been run over by a steam roller
(DCPSE DI-B78 0048)

[PRON they] [VP [AUX ,Ve [AUX been] [V run]] [AVP [ADV Over]] [PP by a
steam roller]]

In writing, both run through and run over are ambiguous syntactically. Histori-
cally, run over started off as a prepositional verb, as in the following example:

(39) I wish you had been poked into cells, and black holes, and run over
by rats and spiders and beetles. (1865 Dickens, Our Mutual Friend,
11.ii.268)

In the context of road accidents, it was reanalysed as a phrasal verb. The syn-
tactic reanalysis corresponds to a semantic change. Earlier, as a preposition,
over referred to the trajectory of a vehicle or horse passing over a victim; later,
as a particle, over came to be resultative, referring to the position of the victim.?
Once again, therefore, it is not obvious that consistent tagging and parsing of
the run over combination is desirable right across a diachronic corpus.

Here is another case, the participle. Past participles like interested, amused,
concerned used to be verbal, as shown by the typical co-occurrence with inten-
sifier much. Examples (40)-(42) from the PPCMBE illustrate this:

(40) Once I sat between him and Miss Ellen Tree after dinner, and was
much amused at their conversation and his stories (FAYRER-1900)
leen Was] [ypusr [Q much]] [, , amused][,, at their conversation and his stories]®

(41) He will be very much interested to hear of you. (YONGE-1865)

very] [Q much]] [, interested] [ to hear of you]]

[AD]P [QP [ADV VAN IP-INF-SPE

(42) Woke early, much vexed at having to go away again. (BENSON-190X)

[Q much]] [, vexed] [, [, at] ... ]]”

[IPVPPL [NPVMSR VAN

More recently they have come to be adjectival, modified by very.

> Note that with example (38) there is a mismatch between the older semantics and the PDE syntax,
since the point of the comment, about figures in certain artists’ paintings, is not that they look
prone and injured but that they look flattened, as if a steamroller has passed over them!

¢ In (40) NP-MSR = measure noun phrase, VAN = passive participle (verbal or adjectival).

7 In (42) and (44) IP-PPL = participial clause, but ?not complement of V.
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As for Ving, it can be a clear adjective — and be so tagged in corpora. Consider
example (43), from ARCHER, which some users have tagged with several dif-
ferent programs. The first two taggings mark it with the code for adjective, but
the third does not.

(43) It pays, though it may seem boring. (1961evan.j8b)
it [,,, may] [, seem] [” boring] - CLAWS (Nick Smith)
it [,,, may] [, seem] [” boring] - ZH TREETAG (also willing,
unwilling, uninteresting, surprising)
it [, ., may] [ seem] [ boring] - ZH ENGCG2 (also surprising,
willing, whereas unwilling, uninteresting are tagged as adjectives)

If we bring historical knowledge to the question, we find that certain verbal
Ving forms were once able to occur where now only adjectives can (allegedly)
appear:

(44) we began to Clamber up those Hills, which seem hanging over the
Road of Gombroon (PPCMBE FRYER-E3-H,II)

which [, seem] [I”PL [, hanging] [, over the Road of Gombroon]]

(45) The long crisis in Laos appeared nearing a showdown today. (Brown
A21)

The long crisis in Laos [, appeared] [
today. (TREETAG annotation)

The long crisis in Laos [
today. (ENGCG?2 annotation)

(46) Large and agonizing drops seemed forcing their way to his [eyes]
(ARCHER 1799lee-.f4a)

vse Dearing] a showdown

appeared] [, . nearing] a showdown

ING

(47) the shrill shrieks of owls, the loud cries of the wolf, and mournful
screams of panthers, which were redoubled by distant echoes as the
terrible sounds seemed dying away (1797blee.f4a)

(48) I have tried to remember its teachings, but of late they seemed slip-
ping from my mind. (1876roe-.f6a)

What does all this tell us? Participles - both present and past - show many
changes over the last 300-400 years, both in word class and distribution. At-
tempts to be consistent in tagging mask such changes, and uncorrected tagging
can produce bizarre results.
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6. Does it matter?

Two answers can be given:

Arguably, No. Some of the problems discussed are fairly peripheral. Mark-up
isan aid, not an end in itself, and mark-up that is “good enough” - allowing the
user to find patterns most of the time with adequate precision and recall - is a
reasonable aim.

Arguably, Yes. What’s convenient for the POS tagger is not necessarily conven-
ient for the user. I take the position that it does matter. The God’s Truth fallacy,
whereby a corpus “may easily create the erroneous impression that it gives an
accurate reflection of the entire reality of the language it is intended to repre-
sent” (Rissanen 1989: 17), applies to grammatical mark-up too: misclassified
examples will mislead students. Experienced researchers can find misclassified
examples if they already have suspicions, but if not, relevant examples may be
missed.

For a word of vague (that is, underdetermined) class, I would prefer tagsets to
include tags that explicitly signal indeterminacy between two categories; they
could be something like an ambiguity tag in form. In other cases, I wish tag-
ging could make distinctions that are deliberately avoided in corpora with
which I am familiar. Stand-off tagging allows different mark-up schemes for
the same material, as with Zurich Corpus Navigator 2.0 (Hans Martin Leh-
mann) or American National Corpus 2, but these are essentially different tag-
sets and taggers and not simultaneously available. Software which offers “lay-
ers” of user mark-up (cf. Julia Richling’s and Anke Liideling’s papers at the
New Methods conference) might allow alternative mark-up to be exploited
more easily. The way that the BNC can offer alternative taggings of multiword
lexical items is pleasing (section 4.2 above), but it is not clear how that would
translate to parsing, and in any case it would break down when faced with
multiply overlapping prefabs like those sort of, those sort, what sort, some sort
of, sort of thing, that sort of thing, etc. (Denison 2007: Section 2.4).

The balance between too much and too little in corpus annotation is always a
delicate one. My brief survey of metalinguistic and grammatical mark-up sug-
gests to me that it is the latter where it would be particularly worth aiming for
something more - and indeed something different.
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TERTTU NEVALAINEN

English historical corpora in transition:
from new tools to legacy corpora?

Abstract

The first multigenre historical corpora of the English language were published in the
early 1990s, almost thirty years after the first Present-Day English corpus was released
in 1964. The Helsinki Corpus of English Texts (HC) came out in 1991, and the Helsinki
Corpus of Older Scots (HCOS) in 1995. The introduction to the latter justifiably called
it a ‘new tool’ (Meurman-Solin 1995).

These tools were new in several respects. They provided systematically selected data
on historical varieties of English, comprising closely matching genres from consecu-
tive periods of time. They also made it possible to search texts using an extensive set of
metadata, including period-, variety-, and writer-specific information.

However, twenty years is a long time in the life of electronic data sources - long enough
in fact to make the first Present-Day English corpora in the Brown Corpus family ‘his-
torical’ Like these first synchronic corpora, the diachronic corpora of the 1990s were
carefully designed but small. The Helsinki Corpus, for example, amounts to ¢. 1.5 mil-
lion running words. Twenty years on, corpora of this kind are sometimes called ‘bijou’
corpora, in contrast to the hundreds of millions of words contained, for example, in
COHA, a monitor corpus of historical American English (for more details on English
historical corpora, see CoRD).

This paper considers the various material and methodological issues in English
historical corpus linguistics that have changed since the pioneering days twenty years
ago. I will suggest a division of labour between ‘legacy’ corpora and their mega-sized
successors, and discuss the trade-off between corpus annotation and corpus size.

1. Introduction'

Over the last ten to fifteen years corpora have become mainstream in linguistic
research. In the wake of the digital turn in the humanities, corpora and other
digital databases have grown in size and become accessible over the internet,
and their use has increased accordingly (see Nevalainen/Fitzmaurice (eds.)
2011). In this paper I want to look at how these developments have affected
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historical corpora, which were a novelty twenty years ago when resources like
the Helsinki Corpus of English Texts were first released, and a million-word cor-
pus was considered the norm. Back in 1989, Matti Rissanen, a pioneer in the
field, articulated three major problematic issues related to the use of historical
corpora. Despite the advances made in recent years, two of these problems are
still with us today.

Rissanen (1989) called the first of them “the philologist’s dilemma”, by which he
meant the “risk that corpus work and computer-supported quantitative re-
search methods will discourage the student from getting acquainted with origi-
nal texts”. This lack of familiarity with the texts they are studying would under-
mine students’ understanding of the language variety rep<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>